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Analysis of Brand Effects in
Data-Driven Design Based
on Online Reviews
Recently, online user-generated data have emerged as a valuable source for consumer
product research. However, most studies have neglected the brand effect, although it is a
significant factor in conventional market research. This paper demonstrates the importance
of brands in data-driven design using online reviews. Specifically, this study utilizes game
theory and suggests a game setting representing market competition. Elements of the game
are determined based on online data analysis. The proposed approach consists of four
stages. The first stage divides online customers into different segments and analyzes them
to extract the feature importance of each brand in each segment. The importance is
based on the positive term frequency of features, and it becomes the customer’s partial
utility for each feature. The second stage defines the specification of product candidates
and calculates their costs. This study refers to real market datasets (bill of materials) avail-
able online. At this point, the game is all set. The third stage finds the Nash equilibrium of
the designed game, and the final stage compares the optimal strategy for a product portfolio
with and without brand consideration. The suggested approach was tested on smartphone
reviews from Amazon. The result shows that the lack of brand consideration leads a
company to choose a non-optimal product strategy, illustrating the significance of the
brand factor. [DOI: 10.1115/1.4063288]
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1 Introduction
A brand is a significant factor in today’s marketplace. The com-

pany’s success is greatly dependent on the power of its brand [1],
which is measured by various indices such as brand awareness,
brand image, brand preference, and brand relevance [2]. Na et al.
[3] explained a brand power model as a combination of brand
awareness and brand image. Aaker [2] pointed out that the most
common basis of market competition is to win the brand preference
battle [2]. A renowned American business magazine, Forbes, pub-
lishes the brand values of global companies every year [4]. The
American Customer Satisfaction Index, an influential survey pub-
lished by the University of Michigan, reports satisfaction bench-
marks for brands in various industry sectors [5].
In industry, companies consider their brand indices when devel-

oping new products. They usually hire a market research firm [6]
and conduct surveys to obtain data, which quantifies the market
player’s brand power in various aspects. The company recognizes
its market position based on the result and devises the strategy for
its products. For example, in the automobile market, Toyota has
strengths in the affordable price and design that appeals to young
customers. On the other hand, Mercedes has strengths in that the

brand has a touch of class, and its design appeals to older people
[7]. Therefore, these two brands will target different customer seg-
ments and setup different strategies to maximize the value of their
products for the target customers.
Recently, many studies have been utilizing online user-generated

data in their research. In data-driven design [8], these studies
analyze online data to understand customers’ preferences and
draw design implications. The resultant implications include
feature importance [9,10], usage [11], spec guidance [12,13], and
ideas for new features [14,15]. However, the previous studies did
not consider brand influence while it is a significant factor in the
industry. They analyzed the whole product base assuming that
there is no difference between brands, i.e., different brands have
similar strengths and weaknesses. It is a significant gap between
the industry and research.
This paper aims to investigate the effect of a brand factor in

product design based on user-generated data. The proposed
approach mimics real-world market competition by setting up a
game, which includes customer utility and product portfolio. This
study extracts customer utility by analyzing online reviews and
determines product spec configuration and costs based on resources
available online. A case study with smartphone data shows that the
reflection of the brand factor alters the optimal strategy for different
brands.
In Sec. 2, relevant studies will be introduced and reviewed.

Section 3 will explain the details of the proposed methodology.
In Sec. 4, the methodology will be tested on real-world datasets.
Section 5 will compare the resultant product portfolio with and
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without the brand factor and discuss the influence of the brand.
Finally, in Sec. 6, the contribution of this research will be summa-
rized, and future works will be discussed.

2 Literature Review
In this section, research in data-driven design based on user-

generated data will be presented, and their limitations will be
discussed.

2.1 Data-Driven Design. Data-driven design means that the
design is based on the use of data science algorithms supporting
specific phases of the product development process [16]. Product
designers can harness their organization’s competitive edge by
uncovering patterns and novel insights from huge and highly con-
textualized data [8]. Among various types of data sources in this
area, online user-generated data have become a popular resource
for consumer product design. Many studies utilize online data
because of its strength in time and cost-efficiency compared to con-
ventional methods such as surveys and interviews. There exist
various approaches to extracting design implications from online
data.
Chaklader and Parkinson [12] proposed a methodology to extract

proper size specifications for headset products from online reviews.
They selected reviews with positive sentiments for the product size
and calculated the average rating of these reviews. The authors sug-
gested proper specs by comparing this value with the average rating
of total reviews.
Some studies focused on the different importance of product fea-

tures. Suryadi andKim [9] analyzed online reviews to understand the
influence of product features on product sales ranking. First, they
identified product features in data usingWord2Vec [17] and cluster-
ing. Then, the authors quantified each reviewer’s sentiment for the
identified features. Each review has a set of {feature: sentiment
score} pairs. The scores became input data to linear regression,
and the output data are sales ranking. In the regression result, the
coefficients indicate the effect of each product feature on sales
ranking. Wang and Chen [18] studied the effect of product features
on customers’ purchase behavior. The authors generated choice
sets using online user data and constructed multinomial logit
models [19]. The coefficients in the result show the influence of
product attributes on the customer’s purchase decision. Joung and
Kim [10] suggested a methodology to identify the importance of
product features based on review ratings. They extracted feature key-
words from online reviews using latent Dirichlet allocation [20] and
analyzed each customer’s sentiment for each feature. Then, the
authors built a neural network model, where the input data are the
sentiment scores, and the output data are the customer’s rating for
the product. By interpreting the trainedmodelwith SHapleyAdditive
exPlanations [21,22], the authors obtained influence scores of
product features on the review ratings.
Another approach is to discover new product features from user-

generated data. Tuarob and Tucker [14] suggested a methodology to
extract ideas for new features from social media data. They
extracted ground-truth features from product spec documents and
user-discussed features from Twitter data. Then, the authors identi-
fied latent features and detected lead users on Twitter based on these
features. The suggested methodology discovered new smartphone
features by analyzing the lead users’ Twitter mentions. Goldberg
and Abrahams [15] presented a method that sources product inno-
vation ideas from online reviews. They adopted and revised the
attribute mapping framework. It differentiates product attributes
based on customer sentiments (positive/negative/neutral) and attri-
bute types (basic/discriminators/energizers). The reviews mention-
ing product features were analyzed and assigned to one of the
categories in the framework. The result suggested candidates for
new product features and their priorities.
As shown previously, the previous studies proposed various

methods for extracting design implications from online

user-generated data. However, they have a limitation since they dis-
regarded a brand factor assuming the same characteristics for all
products. This study incorporates the brand factor when analyzing
the user data and shows the difference in product strategies made
by brands.

2.2 Brands in User-Generated Data. It can be questioned
whether the brand effect is reflected in user-generated data. Regard-
ing this question, some studies showed the existence of brand
effects on user data by analyzing online sources. Jin et al. [23] ana-
lyzed Amazon reviews and extracted customer sentiments for
mobile phone attributes. They compared products of different
brands and analyzed whether one product is more favorable than
a competitive one at the feature level. The result shows that each
brand has different strengths and weaknesses in terms of product
features. Tuarob and Tucker [24] conducted similar research
using Twitter data. They listed the top 10 strong/weak features of
each manufacturer based on customer satisfaction. The result
shows that different brands have different lists. Nuortimo and Har-
konen [25] suggested a method that extracts a brand index from text
data on social media. The authors analyzed the sentiment in user
opinions mentioning the target brand and computed the percentual
share of negative opinions. They showed that different brands have
different percentage values, and a lower percentage means a higher
brand index. The resultant brand index was validated by the consis-
tency with the Forbes brand index [4]. Alzate et al. [26] proposed a
method that extracts brand image and brand positioning from online
reviews. They analyzed the text data using the lexicon-based lin-
guistic inquiry and word count program and clustered brands in
the cosmetic industry. The resultant brand positioning map illus-
trates differences in four brand clusters.
Although the above studies showed that the brand factor is

reflected in user-generated data, the influence of the brand in indus-
trial applications has been rarely discussed. This study investigates
how the brand factor affects product design or a company’s strat-
egy. Specifically, this paper compares the company’s product port-
folio with and without brand consideration and demonstrates the
importance of brands in data-driven design.

3 Methodology
This study analyzes the influence of the brand in data-driven

design, especially using online user-generated data. The game
theory approach is adopted to compare the company’s product port-
folio with and without brand consideration. This section provides
detailed explanations for game settings and the four stages of the
proposed methodology. The first stage calculates the customer’s
partial utility, i.e., the utility for each product feature, by brand.
The second stage defines product candidates for each brand and cal-
culates customer utility for them. The next stage analyzes the com-
petition between brands and finds the optimal product portfolio
strategy for both brands. The final stage compares the optimal port-
folio with and without brand consideration.
Regarding the market competition, the game setting in Ref. [27]

is modified and used in this study. Table 1 shows the framework of
the game setting. Each brand has multiple product candidates for its
portfolio. The cost of each product is estimated to calculate a cus-
tomer’s utility per unit price. The customer base is segmented
into different groups. It is assumed that customers in different seg-
ments have different utilities for the same product. The customer
utility is calculated based on Eq. (1), where b, i, j, and k represent
the brand, product, customer segment, and product feature, respec-
tively. wb

jk is the weight (importance) that segment j has for product
feature k in brand b. xbik represents the spec value of feature k of
product i in brand b.

Ub
ij =

∑K
k=1

wb
jk × xbik (1)
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Filling out the utility column in Table 1 requires three types of data-
sets: (i) segmented customers; (ii) feature weights by brand in each
segment; and (iii) product spec configurations. Among them, (i) and
(ii) belong to customer analysis, and (iii) is determined in product
analysis.

3.1 Customer Analysis. Figure 1 shows the process of cus-
tomer analysis, which consists of three stages. In the first stage,
product features of customer interests are extracted from online
user-generated data. Next, customers’ sentiments for these features
are analyzed, and customers with similar interests are grouped. In
the final stage, feature weights for each brand are calculated
based on the previously obtained sentiment analysis. The first and
second stages are based on the authors’ previous works. It is consid-
ered necessary to summarize the method while the details are avail-
able in Refs. [28,29].
The first stage is feature extraction based on phrase embedding

and clustering [28]. Initially, the words in the online review data
are embedded into vectors by Word2Vec [17]. Next, the method
extracts phrases from the review data. Only bi-grams are considered
in this study, as in Ref. [28]. The result contains all bi-grams,
including noun-noun, adjective-noun, etc. Then, the method filters
noise phrases using product manuals. The phrases with the word
never mentioned in product manuals are removed. The remaining
phrases are embedded into a vector space by Eq. (2), a weighted
sum of word vectors ( �Wi and �Wj). The weight α is calculated
based on the frequency of two words in the manual documents.
Finally, the phrase vectors are grouped into clusters. The phrases
in the feature-related clusters become feature keywords and will
be used in the next stage.

Phrase = αi × �Wi + αj × �Wj

αi =
Freq(Wi)

Freq(Wi) + Freq(Wj)

(2)

The second stage is market segmentation. Among two
approaches—customer segmentation [30] and product segmenta-
tion [31]—this paper adopts the prior one based on network analysis
[29]. The method in Ref. [29] consists of three steps. The first step
analyzes each customer’s sentiment for product features by detect-
ing review sentences with feature keywords and then measuring the

sentiment scores of those sentences using VADER [32]. The result-
ing data are a list of sentiment scores, and it is converted into a sen-
timent polarity vector. Figure 2 illustrates an example of this
process. Let us assume that the target features are [screen,
camera, price]. The presented review mentions the camera and
price, and the corresponding sentiments are 0.48 and 0.64, respec-
tively. So, the initial result is [0, 0.48, 0.64]. Then it is converted
into [0, 0, 1, 0, 1, 0] based on the feature and polarity. For
example, C + is 1 because the customer expresses a positive
opinion about the camera. P − is 0 because there is no negative
opinion about the price. Since the review does not mention the
screen feature, both S + and S − are 0. The obtained vector
becomes the customer attribute. The customers with all-zero attri-
butes are removed from the data. In the next step, the method con-
structs a network by connecting customers with similar attributes.
Reference [29] presented a formula in Eq. (3) to connect customers.
Simi(i, j) is the similarity score between customers i and j from cus-
tomer i’s perspective. It calculates the ratio of the number of topics
(feature+ sentiment) common in two customers to the number of
topics mentioned by customer i. The second line of Eq. (3) is the
mathematical expression of this concept, where aik denotes the attri-
bute value of customer i for topic k. If the similarity score is greater
than or equal to a threshold value α for both customers, then two
nodes corresponding to these customers are connected by an
edge. Otherwise, the nodes cannot be connected.

Simi(i, j) =
#topics common in customer i, j
#topics mentioned by customer i

Simi =

∑n
k=1

aika
j
k

∑n
k=1

aik

, Simj =

∑n
k=1

aika
j
k

∑n
k=1

ajk

Eij =
1 if Simi ≥ α and Simj ≥ α

0 else

{
(3)

Figure 3 illustrates the process of network construction. Customers
1 and 2 have scores of 0.67 (2/3) and 0.50 (2/4), respectively. If we
set α= 0.5, they are connected because both customers have a sim-
ilarity score greater than or equal to 0.5. Customers 2 and 3 cannot
be connected since customer 2’s score is less than 0.5. Customers 1
and 3 are connected because their scores are greater than 0.5. In the
third step, the method conducts network clustering to divide a cus-
tomer base into several groups with similar characteristics. The
optimal number of segments is automatically determined by modu-
larity clustering [33,34].

Table 1 Game settings

Customer utility

Player Product Cost S1 S2 S3 … Sj

Brand (b) Pb
1 Cb

1 Ub
11 Ub

12 Ub
13 … Ub

1j

Pb
2 Cb

2 Ub
21 Ub

22 Ub
23 … Ub

2j

..

. ..
. ..

. ..
. ..

. … ..
.

Pb
i Cb

i Ub
i1 Ub

i2 Ub
i3 … Ub

ij

Note: Pb
i = product candidate i for brand b, Sj= customer segment j, andUb

ij=
the utility of segment j for Pb

i calculated by Eq. (1).

Fig. 1 Flowchart of customer analysis

Fig. 2 Sentiment analysis process
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The final stage is brand analysis, where feature weights for each
brand are analyzed. This research aims to demonstrate the influence
of brands rather than develop a new method for analyzing feature
weights for different brands. Therefore, this study uses the term fre-
quency (TF), a simple method for importance evaluation [35]. Spe-
cifically, the number of positive reviews for each feature is counted
and normalized, as shown in Eq. (4). TFbjk denotes the number of
reviews expressing positive sentiments for a specific feature k of
products in brand b among customers in segment j. In the same
manner, wb

jk is the feature weight that customers in segment j
have for a specific feature k of products in brand b. The TF for a
certain feature is zero in some segments. Therefore, an offset of 1
is applied to all TF. The final value is the normalized TF for each
feature with offset.

wb
jk =

(TFbjk + 1)∑K
k′=1

(TFbjk′ + 1)

(4)

3.2 Product Analysis. The remaining part of the game setting
is product data. Table 1 requires spec configurations for product
candidates (Pb

i ) and their costs (Cb
i ). In the industry, available

spec options for each feature are determined by the internal sourcing
department of a company. The cost of each component is dependent
on the estimated sales volume. Therefore, the data for product can-
didates may be different by brand (company). In this study, avail-
able spec options are defined based on released products in the
market. The cost of each spec is obtained from the bill of materials
(BoM) available online. This paper suggests three scenarios for
product candidates.

• Case 1: Two brands have the same product candidates.
• Case 2: Two brands have the same product candidates

with different spec configurations from case 1.
• Case 3: Two brands have different product candidates.

Because this study aims to show the importance of the brand factor,
we want to emphasize the changes made by the brand aside from
other factors. Therefore, cases 1 and 2 assume the same product
candidates to show how differences in customers’ perception of
two brands affect the company’s optimal strategy even when two
brands have the same condition. Once spec configurations are deter-
mined, the utility of each product candidate can be calculated based
on Eq. (5), whereUb

ij is the segment j’s utility for product candidate i
of brand b. Basically, the utility is a weighted sum of spec values.
The first term is the weight obtained from the result of customer sen-
timent analysis (Eq. (4)). The second term xbik represents the spec
value of feature k of product i in brand b.

Ub
ij =

∑K
k=1

(TFbjk + 1)∑K
k′=1

(TFbjk′ + 1)

× xbik

⎛
⎜⎜⎜⎝

⎞
⎟⎟⎟⎠ (5)

3.3 Portfolio Analysis. A game theory approach [36–38] is an
appropriate way to mimic the competition of different companies.
This section presents a game theory-based method for portfolio
analysis, which consists of three steps: (i) define feasible strategies,
(ii) construct a payoff matrix, and (iii) find Nash equilibrium (NE).
First, feasible strategies should be defined. In industry, compa-

nies have limitations in determining product portfolios due to
restrictions, such as fixed budgets and component sourcing failures.
Therefore, they need to determine available strategies under the
given situation. For example, let us assume that brand 1 has four
product candidates (P1

1, P
1
2, P

1
3, P

1
4) and is allowed to release up to

two new products due to the limited budget. In this case, the feasible
strategy is a single candidate or a combination of two products out
of four candidates, i.e., [P1

1, P
1
2, P

1
3, P

1
4, (P

1
1, P

1
2), (P

1
1, P

1
3), (P

1
1, P

1
4),

(P1
2, P

1
3), (P

1
2, P

1
4), (P

1
3, P

1
4)].

Next, the method constructs a payoff matrix, which shows the
benefit of each brand when two brands choose certain strategies.
Table 2 shows an example of a payoff matrix. Brand 1 is a row
player. The first row represents the game where brand 1 chooses
strategy 1 (Z1

1 ), and the second row is the situation when brand 1
selects strategy 2 (Z1

2 ). Brand 2 is a column player. The first and
second columns can be interpreted in the same manner. The value
in each cell is the payoff for each brand. When brands 1 and 2
choose strategies Z1

1 and Z2
1 , respectively, the payoff for brand 1

is 0.2, and that for brand 2 is 0.4. Regarding payoff calculation,
Sadeghi and Zandieh [27] presented a function, shown in Eq. (6),
for product portfolio management. This study employs this function
because we focus on the optimal strategy for product portfolios.
Also, changes in customer utility by brand can be reflected in the
payoff calculation.

f1(Z1
x , Z

2
y ) =

∑J
j=1

∑I1
i=1

U1
ij

C1
i

×
eμU

1
ij

∑Icom
c=1

eμUcj

× Qj

⎛
⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎠

f2(Z1
x , Z

2
y ) =

∑J
j=1

∑I2
i=1

U2
ij

C2
i

×
eμU

2
ij

∑Icom
c=1

eμUcj

× Qj

⎛
⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎠

(6)

In Eq. (6), f1(Z1
x , Z

2
y ) denotes the expected shared surplus of brand 1

when brand 1 chooses strategy x and brand 2 selects strategy y.
f2(Z1

x , Z
2
y ) is that of brand 2 under the same strategies. In the equa-

tion,Ub
ij/C

b
i is the segment j’s utility for product i of brand b per unit

cost. Here, the utility Ub
ij is computed based on Eq. (1) with weights

from Eq. (4). The next term computes the market share that product
i of brand b has in segment j, where μ is a scaling parameter, and
Icom is the number of competing products under (Z1

x , Z
2
y ). Qj is

the market size of segment j.
Finally, the method discovers NE in the payoff matrix. NE, pro-

posed by John Nash in the 1950s, provides robust solutions for
competing players by mathematically modeling interactive strategic
decision situations [39,40]. The concept can be defined as a profile
of strategies such that each player’s strategy is an optimal response
to the other player’s strategy [41]. This study considers pure Nash
equilibrium (PNE) only because the study focuses on the product
portfolio strategy. When a company determines its product portfo-
lio, it cannot select two different portfolios due to limited budgets
for product development. PNE allows only one strategy for a
player, whereas NE allows multiple strategies with a probability
distribution. The intuition behind PNE is to find the strategy that
is optimal for both brands under competition. In the example of
Table 2, the best strategy for brand 1 alters by the strategy of
brand 2. If brand 2 chooses Z2

1 , brand 1 will choose Z1
2 because it

gives a higher payoff (0.3 instead of 0.2). When brand 2 selects
Z2
2 , brand 1 will go with Z1

1 for the higher payoff (0.3 instead of
0.1). In the same manner, brand 2 will choose Z2

1 when brand 1
plays with Z1

1 or Z1
2 . The case where both brands select their best

strategy is (Z1
2 , Z

2
1 ), so it is PNE. Mathematically, Eq. (7) shows

the conditions for the PNE.

xTAy ≥ x̃TAy ∀ x̃ ∈ R1

xTBy ≥ xTBỹ ∀ ỹ ∈ R2
(7)

A is the payoff matrix for brand 1, and B is that for brand 2. In this
equation, x and y are unit vectors indicating strategy choice. For
example, when a brand has four feasible strategies, [0,1,0,0] indi-
cates that the brand chooses the second strategy. The first equation
means that the selected x gives the best payoff for brand 1 among all
the possible strategies in R1 when brand 2 chooses strategy y. Like-
wise, the second equation means the selected y provides the best
payoff for brand 2 given that brand 1 chooses strategy x.

121704-4 / Vol. 145, DECEMBER 2023 Transactions of the ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/m

echanicaldesign/article-pdf/doi/10.1115/1.4063288/7048586/m
d_145_12_121704.pdf by U

niversity of Illinois U
rbana-C

ham
paign, Seyoung Park on 06 O

ctober 2023



If the size of the payoff matrix is small, PNE can be found man-
ually. However, finding PNE becomes complex when the matrix
size gets large. This study implements a simple algorithm to identify
PNE efficiently. The pseudo-code for finding PNE is shown in
Algorithm 1. Zb

a indicates that brand b chooses strategy a, and the
algorithm prints out the optimal strategy (x, y), which leads to PNE.

Algorithm 1 Pure Nash equilibrium

1: f1: Payoff for brand 1
2: f2: Payoff for brand 2
3: Z1

x : Brand 1 chooses strategy x
4: Z2

y : Brand 2 chooses strategy y
5: for y = 1, 2, . . . ,N do
6: Find x that maximizes f1(Z1

x ,Z
2
y )

7: Find k that maximizes f2(Z1
x , Z

2
k )

8: if k = y then
9: Print (x, y)

10: end if
11: end for

The PNE will be different when the brand factor is considered
and when it is not. Algorithm 1 shows that PNE depends on the
payoff fb(Z1

x , Z
2
y ), and Eq. (6) shows that the payoff depends on cus-

tomer utility Ub
ij . The reflection of the brand factor gives different

customer utility for each brand, thus altering the payoff matrix
and PNE. This change will be demonstrated in the following
section.

3.4 Brand Effect Analysis. This study suggests a comparison
model to analyze the brand effect in product portfolio strategies.
The comparison model consists of two payoff matrices and PNE
of them. One matrix represents the result with brand consideration,
and another is without brand consideration. In specific, the method
generates matrices in the format shown in Table 2, using Eq. (6).
When the brand is considered, customer utility for brand 1 (U1

ij)

is calculated based on the TF of brand 1 reviews (TF1jk) according
to Eq. (5), and the utility for brand 2 (U2

ij) is computed based on

the TF of brand 2 reviews (TF2jk). Without brand consideration,
the two brands calculate the customer utility using the same TF,
i.e., the TF of the total reviews. As a result, the method produces
different payoff matrices, and they may have different PNE since

the payoff values have changed. This study compares two portfolios
corresponding to PNE and investigates how companies choose non-
optimal strategies without brand consideration. Section 5 will
demonstrate the comparison model with case study results.

4 Case Study
The proposed methodology was tested on real-world data. A

smartphone was chosen as the target product because the market
fits the game setting presented in Sec. 3. Specifically, the US smart-
phone market is dominated by two major brands—Apple and
Samsung [42]. Also, the bill of materials (BoMs) can be easily
obtained online [43].

4.1 Customer Analysis. In this section, the customer analysis
in Fig. 1 was tested on smartphone review data, and the result is
presented.

4.1.1 Data Collection and Preprocessing. The review data
were collected from Amazon. Among the top 100 items in the cell-
phone category, 85 products were selected (non-smartphones and
duplicated items were excluded). The data contain 44,691 reviews
from Jul. 10, 2017 to Mar. 24, 2022. Only the reviews marked as
“Verified Purchase” and written in the USA were considered. The
collected reviews went through preprocessing. Symbols, numbers,
and punctuation marks except a period were removed. Upper
cases were converted to lower cases, and then all the words in the
review data were lemmatized.

4.1.2 Feature Extraction. Product features of customer inter-
ests were extracted from the collected review data based on the
methodology in Ref. [28]. In this case study, seven feature catego-
ries were detected: screen, application processor (AP), memory,
camera, battery, unlock, and price. Table 3 shows the corresponding
cue phrases for each feature category.

4.1.3 Customer Segmentation. Next, customers’ interests and
sentiments for product features were analyzed based on these cue
phrases. Reviews not mentioning any product features were
removed. The number of filtered customers was 13,961. Then,
people with similar interests were connected by the networking
rule presented in Ref. [29].
Figure 4 shows an example of the customer network. Modularity

clustering was applied to this network and divided the customer
base into different segments. In Fig. 4, segments are distinguished
by colors. Figure 5 shows the characteristics of each segment. The
x-axis indicates the feature and sentiment. For example, S+ means
the positive sentiment for the screen feature, and B − means the neg-
ative sentiment for the battery feature. The y-axis represents the per-
centage of customers expressing each sentiment for features. People
in different segments have different properties, i.e., interests and sen-
timents for product features. Specifically, customers in segment 1
have complaints about overall features. On the other hand, customers

Fig. 3 Network construction process [29]

Table 2 A payoff matrix

Z2
1 Z2

2

Z1
1 (0.2, 0.4) (0.3, 0.1)

Z1
2 (0.3, 0.5) (0.1, 0.4)
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in segment 2 are satisfied with most features. In segment 3, people are
interested in the battery feature only. In segment 4, most people care
about the price. Customers in segment 5 have a high interest in the
screen feature. In most segments, customers have positive opinions
about product features. This is because online reviews bias toward
positive sentiments along with high ratings.

4.1.4 Brand Analysis. Since segments have different proper-
ties, it can be inferred that they have different partial utilities, i.e.,
the utility for each feature category. Table 4 shows the partial
utility calculated by Eq. (4). Since the US smartphone market is
dominated by Apple and Samsung, this study analyzed the utility
of these two brands. The result shows that partial utilities vary by
brand. “Total” in the brand column represents the baseline for
brand analysis. The utility values for “Total” were calculated
based on the entire reviews for 85 products from eight brands
(Apple, Samsung, Google, Motorola, OnePlus, ZTE, TCL, and
BLU). There was no consideration for brands in this result. In
Sec. 5, this paper demonstrates how the optimal product portfolio
changes when the brand is considered in user data analysis.

4.2 Product Analysis. In the game setting of Table 1, each
brand has four product candidates. Therefore, four sets of spec con-
figurations need to be determined. As a preliminary work for this,

available spec values for each product feature were defined, as
shown in Table 5. For the simplicity of the simulation, this study con-
siders one sub-feature for each feature category. For example, a
feature category “screen” has multiple sub-features, such as screen
size, screen resolution, screen type, etc. Among them, this study con-
siders screen size only. Regarding other feature categories, the target
sub-features are AP speed, memory ROM, number of rear cameras,
battery capacity, unlock type, and price level. The costs of spec
options were estimated based on the BoM of Samsung smartphones
[43,44]. Table 6 shows an example of the BoM. It provides detailed
specifications of components and corresponding costs.
This study configured the specifications of product candidates

(Pb
i ) in Table 1 by randomly selecting spec options from Table 5.

The spec configuration should be realistic, so we confirmed that
the suggested candidates are reproducible by comparing them to
the smartphones previously released in the market. The three sce-
narios mentioned in Sec. 3.2 were tested based on the data obtained
in the previous sections. Specifically, Table 7 shows the game
setting for case 1. The utility by segment (Ub

ij) was filled out
based on the partial utility from Sec. 4.1 and the specs of product
candidates. Since each feature category has a different scale, the
spec values were normalized by the min_max_scaling. In other
words, the spec values range from 0 to 1. For example, the screen
size of 6.9 in. becomes 1, and the size of 5.6 in. becomes 0. These
scaled values were the input data for xbik in Eq. (1). Because

Table 3 Cue phrases for product features

Screen Screen display, screen size, inch display, screen resolution, screen brightness, screen sensitivity, screen ratio,
lcd screen, oled screen, screen clarity, huge screen, large screen, big screen, screen edge, curved screen, etc.

AP Fast processor, slow processor, snapdragon processor, exynos processor, process speed, processing speed

Memory Gb memory, storage capacity, internal memory, more memory, extra memory, expandable memory, gb ram,
more storage, enough space, great storage, extra storage, internal storage, storage space, gb storage, etc.

Camera Front camera, selfie camera, rear camera, main camera, mp camera, camera lens, camera quality, camera
app, camera function, camera software, camera upgrade, well camera, camera shutter, camera sound, etc.

Battery Battery capacity, mah battery, battery charge, battery life, battery percentage, battery saver, battery health,
battery power, battery replacement, replaceable battery, removable battery, battery drain, low battery, etc.

Unlock Fingerprint reader, fingerprint sensor, fingerprint scanner, fingerprint reading, fingerprint recognition, finger
scanner, finger reader, finger sensor, iris scanner, same finger, face recognition, facial recognition

Price Price range, price difference, price tag, decent price, affordable price, awesome price, perfect price, cheap
price, half price, retail price, amazing price, price drop, sale price, discount price, fair price, etc.

Note: AP: Application processor.

Fig. 4 A customer network with modularity clustering (N=200)
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Fig. 5 Properties of customer segments

Table 4 Partial utility by segment

Brand Segment Screen AP Memory Camera Battery Unlock Price

Apple 1 0.205 0.004 0.043 0.137 0.258 0.096 0.258
2 0.179 0.003 0.038 0.276 0.229 0.199 0.077
3 0.001 0.001 0.001 0.001 0.997 0.001 0.001
4 0.058 0.001 0.093 0.001 0.122 0.001 0.725
5 0.825 0.001 0.001 0.001 0.172 0.001 0.001

Samsung 1 0.195 0.017 0.078 0.212 0.174 0.084 0.238
2 0.153 0.019 0.055 0.331 0.175 0.173 0.094
3 0.002 0.002 0.002 0.002 0.988 0.002 0.002
4 0.070 0.001 0.105 0.001 0.074 0.001 0.747
5 0.840 0.002 0.002 0.002 0.147 0.002 0.002

Total 1 0.181 0.011 0.060 0.189 0.221 0.096 0.242
2 0.161 0.013 0.048 0.307 0.204 0.180 0.087
3 0.000 0.000 0.000 0.000 0.998 0.000 0.000
4 0.061 0.000 0.102 0.000 0.110 0.000 0.725
5 0.830 0.001 0.001 0.001 0.167 0.001 0.001

Note: The utility values are summed up to 1 for each row.

Table 5 Spec options for product features

Spec values Cost ($)

Feature Option 1 Option 2 Option 3 Option 4 Option 1 Option 2 Option 3 Option 4

Screen size 5.6 6.0 6.4 6.9 61.5 71.5 81.5 91.5
AP speed 2.8 2.9 3.0 3.1 47.0 52.0 57.0 62.0
Memory ROM 64 128 256 512 56.5 61.5 66.5 71.5
Camera count 1 2 3 4 40.0 50.0 60.0 70.0
Battery capacity 3600 4000 4500 5000 4.5 7.2 9.9 12.6
Unlock type 0 1 2 3 10.0 13.0 16.0 19.0
Price 0 1 2 3 – – – –

Table 6 Bill of materials for Galaxy Note20 Ultra 5G [43]

Category Component Specification Cost

Display Main display module+Touch+Driver integrated circuit (IC) 6.9 in., edge quad HD+, dynamic AMOLED, 496 ppi $91.50
Processor Application processor Qualcomm snapdragon 865+ $57.00
Memory NAND flash+Dynamic random access memory 128GB UFS+ 12GB LPDDR5 $61.50
Camera Module 12MP ultra wide angle, 108MP wide angle, 12MP telephoto $60.30
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Table 7 Game settings with data (case 1)

Product (Pb
i ) Utility (Ub

ij)

Players S A M C B U P Cost S1 S2 S3 S4 S5

Apple P1
1 6.4 3.1 512 4 3600 1 2 299.5 0.484 0.479 0.002 0.616 0.514

P1
2 5.6 2.8 256 2 4500 3 2 250.9 0.465 0.439 0.639 0.605 0.111

P1
3 6.0 2.8 64 1 5000 3 4 243.6 0.385 0.418 0.997 0.140 0.428

P1
4 6.9 2.8 64 1 4500 1 3 254.9 0.455 0.351 0.639 0.375 0.935

Samsung P2
1 6.4 3.1 512 4 3600 1 2 299.5 0.589 0.562 0.008 0.651 0.530

P2
2 5.6 2.8 256 2 4500 3 2 250.9 0.432 0.424 0.637 0.595 0.100

P2
3 6.0 2.8 64 1 5000 3 4 243.6 0.291 0.339 0.990 0.097 0.410

P2
4 6.9 2.8 64 1 4500 1 3 254.9 0.385 0.296 0.635 0.364 0.935

Note: S= screen size, A=AP speed, M=memory ROM, C= camera count, B= battery capacity, U= unlock type, P= price.

Fig. 6 Comparison of payoff matrix with/without brand consideration—case 1

Fig. 7 Comparison of payoff matrix with/without brand consideration—case 2
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higher prices decrease customer utility, the price data were con-
verted to (1−P) and plugged into the utility function. Table 7
shows the calculated customer utility by segment. The result dem-
onstrates that customer utility varies by brand for the same product.

4.3 Product Portfolio Strategy. In this study, the feasible
strategies were defined as “up to three products out of four candi-
dates.” Therefore, each brand has 14 strategies as follows. Zb

a indi-
cates the ath strategy for brand b.

Z1
1 = {P1

1} Z2
1 = {P2

1}
Z1
2 = {P1

2} Z2
2 = {P2

2}
Z1
3 = {P1

3} Z2
3 = {P2

3}
Z1
4 = {P1

4} Z2
4 = {P2

4}
Z1
5 = {P1

1, P
1
2} Z2

5 = {P2
1, P

2
2}

Z1
6 = {P1

1, P
1
3} Z2

6 = {P2
1, P

2
3}

Z1
7 = {P1

1, P
1
4} Z2

7 = {P2
1, P

2
4}

Z1
8 = {P1

2, P
1
3} Z2

8 = {P2
2, P

2
3}

Z1
9 = {P1

2, P
1
4} Z2

9 = {P2
2, P

2
4}

Z1
10 = {P1

3, P
1
4} Z2

10 = {P2
3, P

2
4}

Z1
11 = {P1

1, P
1
2, P

1
3} Z2

11 = {P2
1, P

2
2, P

2
3}

Z1
12 = {P1

1, P
1
2, P

1
4} Z2

12 = {P2
1, P

2
2, P

2
4}

Z1
13 = {P1

1, P
1
3, P

1
4} Z2

13 = {P2
1, P

2
3, P

2
4}

Z1
14 = {P1

2, P
1
3, P

1
4} Z2

14 = {P2
2, P

2
3, P

2
4}

The payoff for each feasible strategy was calculated by Eq. (6),
and the payoff matrix was constructed. Algorithm 1 for finding
PNE was implemented in PYTHON and applied to this payoff matrix.

5 Results and Discussion
The goal of this study is to demonstrate the influence of the brand

factor in data-driven design using online user data. While previous
studies analyzed customer opinions without considering divergent
customer perceptions of different brands, this study distinguishes cus-
tomer opinions by brands. Specifically, it shows how the optimal
product portfolio changes when the brand factor is considered in
user data analysis. The suggested framework is to draw feature impor-
tance by brands, thus assigning different customer utility to products
in different brands, and then compare two brands’ product portfolios
with and without brand consideration. The baseline model is the game
setting with the partial utility of “Total” brands in Table 4. In this

setting, two brands (Apple and Samsung) have the same importance
for each product feature. The comparative model is a new game
setting with partial utility reflecting brand effects. Specifically, the
partial utility of “Apple” and “Samsung” in Table 4 is used. In this
setting, the two brands have different weights for product features.
The payoff matrices for the baseline and comparative models are con-
structed, and then the PNE of the two models are compared. As men-
tioned in Sec. 4.2, this study tests three cases. The product candidates
for case 1 are shown in Table 7, and those of cases 2 and 3 are pre-
sented in Appendix.

5.1 Case 1. In the first case, two brands have identical product
candidates (P1

i = P2
i ). Figure 6 shows two payoff matrices for this

case. The upper one is the result when the brand is considered, i.e.,
the partial utilities of Apple and Samsung from Table 4 were
reflected. The first column lists the feasible strategies of Apple,
and the top row lists those of Samsung. The value in each cell is
the payoff for two brands according to selected strategies. For
example, the highlighted value (0.102, 0.093) means that Apple
and Samsung get 0.102 and 0.093, respectively, when Apple
chooses strategy 14 (Z1

14) and Samsung selected strategy 12 (Z2
12).

The other matrix is in the same format and shows the result when
the brand is disregarded, i.e., the partial utilities of “Total” from
Table 4 were reflected. In both matrices, the highlighted cell indicates
PNE, the optimal strategy for two brands. It is observed that the
reflection of the brand factor changes the optimal strategy. Specifi-
cally, when the brand factor is disregarded, PNE is (Z1

14, Z
2
14). There-

fore, the product portfolio for Apple is {P1
2, P

1
3, P

1
4} and the product

strategy for Samsung is {P2
2, P

2
3, P

2
4}. On the other hand, when the

brand factor is considered, PNE is (Z1
14, Z

2
12). Samsung’s portfolio

is changed to {P2
1, P

2
2, P

2
4}. This study assumes that the payoff

with the brand factor is the true one. Therefore, the lack of consider-
ation for the brand effect leads to Samsung choosing a strategy that is
not optimal. In specific, Samsung chooses Z2

14 with an actual payoff
of 0.092 (in the upper table) instead of Z2

12 with a payoff of 0.093.

5.2 Case 2. In the second case, two brands again have the same
product candidates (P1

i = P2
i ) but with spec configurations different

from case 1. The payoff matrices with and without the brand factor
are shown in Fig. 7, and PNE is highlighted in the matrix. Consid-
ering the brand factor, PNE is (Z1

14, Z
2
13). Therefore, the product

portfolio for Apple is {P1
2, P

1
3, P

1
4} and the product strategy for

Fig. 8 Comparison of payoff matrix with/without brand consideration—case 3
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Samsung is {P2
1, P

2
3, P

2
4}. When the brand factor is not considered,

PNE is (Z1
13, Z

2
13). In this case, Apple’s product portfolio is changed

to {P1
1, P

1
3, P

1
4}. Therefore, disregarding the brand effect leads to

Apple selecting a non-optimal strategy. Apple chooses Z1
13 with

an actual payoff of 0.096 (in the upper table) rather than Z1
14 with

a payoff of 0.098.

5.3 Case 3. In case 3, two brands have different product
candidates (P1

i ≠ P2
i for some i). The payoff matrices are shown

in Fig. 8, where the PNE cell is highlighted. With the brand
factor, PNE is (Z1

12, Z
2
12). Therefore, the product portfolio for

Apple is {P1
1, P

1
2, P

1
4} and the product strategy for Samsung is

{P2
1, P

2
2, P

2
4}. Without the brand factor, PNE is (Z1

12, Z
2
14), and Sam-

sung’s portfolio is changed to {P2
2, P

2
3, P

2
4}. Disregarding brands,

Samsung results in choosing Z2
14 with a true payoff of 0.093 (in

the upper table) instead of Z2
12 with a payoff of 0.095.

6 Conclusion and Future Works
This study focused on the neglected brand effect in data-driven

design based on online user-generated data. Online data have
been a popular resource for customer analysis due to its strength
in time and cost-efficiency compared to conventional data collec-
tion methods such as surveys and interviews. However, previous
studies utilizing online data disregarded brand effects while it is a
significant factor in the industry. In the field, companies research
various brand indexes to identify their strengths and weaknesses
and devise proper strategies for market competition. Therefore,
the brand factor needs to be taken into account in relevant research.
This paper proposed a game theory-based approach to investigate

the influence of the brand in product strategy based on user-generated
online data. The approach consists of three stages: (i) customer analy-
sis, (ii) product analysis, and (iii) product portfolio analysis. In the first
stage, the customer base was divided into segments based on the
online review data. Then, the method analyzed each segment’s
partial utility for product features. In the second stage, the method
defined spec options for each feature category and determined spec
configurations for product candidates. Finally, the game setting in
Table 1 that represents market competition was filled in based on
the results from (i) and (ii). The feasible strategies and corresponding
payoffs were established, and PNE was discovered. This study com-
pared the resultant PNE with and without brand consideration. As dis-
cussed in Sec. 5, disregarding brand effects resulted in a company
choosing a non-optimal strategy for its product portfolio. In all three
cases presented in this paper, the brand factor altered PNE, the
optimal strategy for companies. These results demonstrate the impor-
tance of the brand factor in data-driven design using online data. The
proposed methodology can be applied to other product domains, such
as laptops and headphones. The review data for these products are
available online, and the market is dominated by a few brands. The
result helps companies devise optimal strategies for their product
line-up by reflecting market competition in the real world.
The proposed methodology has some limitations to be addressed.

First, the feature importance is calculated based on the TF. As men-
tioned in Sec. 3.1, developing a new method for feature importance
would be outside the scope of this paper. However, the TF-based
approach is a bit simple and may not provide high accuracy. In
future research, more advanced methods for extracting feature
importance, such as regression [9] and neural networks [45], will
be considered. Second, the quality of customer data may affect
the result of the proposed method. While NE is a robust method
based on game theory, the payoff matrix for NE is constructed
based on customer data. Changes in data affect feature importance,
thus altering the payoff matrix and NE. For example, this study
might have removed some reviews that mention target product fea-
tures with synonyms of feature keywords. If we detect feature
reviews manually, the result will include more reviews and may
give different feature importance. In future works, context-based

review detection, e.g., sentence bidirectional encoder representa-
tions from transformers (BERT) [46], will be studied for more accu-
rate customer data processing. Finally, the suggested method
considers the competition between two brands only. Finding NE
becomes more complex when more than two players exist in the
game setting. In addition, when the companies have a higher
number of feasible strategies, the construction of the payoff
matrix gets more complicated. In future works, the above issues
will be studied, and more diverse cases will be tested. Regarding
managerial application, the partial utility obtained in Sec. 3.1 can
be applied to design applications other than the product portfolio.
For example, companies can adopt this result for designing a new
product that gives maximum customer utility. The previous
studies utilizing online data provided various design applications,
and the feature weight by brand obtained in this study can be
applied to those applications. The new application can further
demonstrate the importance of the brand factor.
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Nomenclature
b = brand
i = product
j = customer segment
k = product feature

Icom = number of competing products under (Z1
x , Z

2
y )

Qj = market size of segment j
Rb = a set of feasible strategies for brand b
wb

jk = weight that segment j has for feature k in brand b
xbik = spec value for feature k of product i of brand b
Cb
i = cost of product i of brand b

Ub
ij = utility that segment j has for product i of brand b

Z1
x = brand 1 chooses strategy x

Z2
y = brand 2 chooses strategy y

fb(Z1
x , Z

2
y ) = payoff for brand b with strategy (x, y)

TFbjk = number of positive reviews about feature k among
segment j in brand b

μ = scaling parameter

Appendix: Game Setting for Cases 2 and 3
Tables 8 and 9 show product candidates for each brand in cases 2

and 3, respectively.

Table 8 Game settings with data (case 2)

Brand S A M C B U P

Apple P1
1 6.4 3.1 256 3 3600 1 4

P1
2 6.9 2.8 128 1 4500 2 1

P1
3 5.6 2.9 256 2 4500 3 3

P1
4 6.0 2.8 64 1 5000 3 1

Samsung P2
1 6.4 3.1 256 3 3600 1 4

P2
2 6.9 2.8 128 1 4500 2 1

P2
3 5.6 2.9 256 2 4500 3 3

P2
4 6.0 2.8 64 1 5000 3 1
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Table 9 Game settings with data (case 3)

Brand S A M C B U P

Apple P1
1 6.4 2.9 256 3 4000 1 4

P1
2 5.6 3.0 128 1 4500 3 2

P1
3 6.0 2.8 256 2 4500 3 3

P1
4 6.9 3.1 64 1 5000 3 1

Samsung P2
1 6.4 2.9 256 3 3600 1 4

P2
2 5.6 3.0 128 1 4500 3 2

P2
3 6.0 2.8 256 2 4500 3 3

P2
4 6.9 3.1 64 1 5000 3 1
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