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A Data-Driven Methodology
to Construct Customer Choice
Sets Using Online Data and
Customer Reviews
The recent development in engineering design has incorporated customer preferences by
involving a choice model. In generating a choice model to produce a good quality estimate
of parameters related to product attributes, a high-quality choice set is essential. However,
the choice set data are often not available. This research proposes a methodology that uti-
lizes online data and customer reviews to construct customer choice sets in the absence of
both the actual choice set and the customer sociodemographic data. The methodology con-
sists of three main parts, i.e., clustering the products based on their attributes, clustering the
customers based on their reviews, and constructing the choice sets based on a sampling
probability scenario that relies on product and customer clusters. The proposed scenario
is called Normalized, which multiplies the product cluster and customer cluster fractions
to obtain the probability sampling distribution. There are two utility functions proposed,
i.e., a linear combination of product attributes only and a function that includes the inter-
actions of product attributes and customer reviews. The methodology is implemented to a
data set of laptops. The Normalized scenario performs significantly better than the baseline,
Random, in predicting the test set data. Moreover, the inclusion of customer reviews into the
utility function also significantly increases the predictive ability of the model. The research
shows that using the product attribute data and customer reviews to construct choice sets
generates choice models with higher predictive ability than randomly constructed choice
sets. [DOI: 10.1115/1.4044198]
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1 Introduction
Customer preferences have become an integral part of decision-

making in engineering design. Recent researches have emphasized
the importance of including customer preferences to the decision-
making process. Li and Azarm [1] apply conjoint analysis to incor-
porate customer preferences in selecting the best product design.
Kumar et al. [2] use nested logit model to accommodate customer
preferences in the proposed market-driven product family design
methodology. Michalek et al. [3] utilize logit model to model
product demand as a part of the product line design optimization.
He et al. [4] propose a choice modeling framework for usage
context-based design to quantify the impact of usage context
toward customer choices. Morrow et al. [5] incorporate a
consider-then-choose model into engineering design optimization.
In order to describe customer preferences, an essential compo-

nent of choice models is choice set. It is defined as a set of
product alternatives that are available to a customer [6], who will
compare the alternatives before making the final choice [7]. As
the choice model is explicitly expressed in terms of product attri-
butes, as well as sociodemographic attributes of customers, high-
quality choice set generates a reliable choice model that provides
better quality of parameter estimates for the product attributes. Con-
sequently, the choice model would support designers to make better
design decisions with respect to customer preferences. Therefore,
choice set is also an important factor that supports design decisions
in the decision-based design framework [8].

Despite its importance, while the purchase data are generally
available, the choice set data are rarely recorded. Wang and Chen
[7] propose a method to learn from an existing choice set infor-
mation in a data set to predict the missing choice set in another
data set. In addition, the customer sociodemographic data also
becomes a vital information to generate the prediction. Their find-
ings confirm that the learned choice set results in better choice
models than both universal and randomly sampled choice sets, in
terms of log-likelihood and pseudo R-squared measures.
While the purpose of this paper is also constructing customer

choice sets to create a better choice model, the main contribution
of this paper is proposing a methodology to construct customer
choice sets in the absence of both existing choice set and customer
sociodemographic data. In the absence of both, the methodology
proposes the usage of publicly available online data of product
attributes and customer reviews from e-commerce websites. It
becomes a promising alternative to conduct survey for collecting
customer choice set data, which can be time consuming, labor
intensive, and expensive [9]. The findings in Sec. 4 show that
the usage of online data and customer reviews results in a better
choice model compared with the model that uses randomly
sampled choice sets. Furthermore, this paper contributes to
linking online self-presentation—which will be discussed in
Sec. 2, in the form of customer reviews, with choice modeling.
It is achieved by clustering customers based on the reviews and
subsequently utilizing the customer clusters to construct customer
choice sets.
The paper is organized as follows. Section 2 discusses relevant

researches related to the main topics in this paper. Section 3 elabo-
rates the proposed methodology in constructing customer choice
sets using online data and customer reviews, as well as the metric
for performance evaluation. Section 4 presents the data and
results for the case studies. Section 5 provides discussion of the
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findings and limitations of the proposed methodology. Finally, the
paper is concluded in Sec. 6.

2 Literature Review
This section presents three main topics related to the paper. It

starts with discussing the discrete choice analysis and the role of
choice set in it, followed by the natural language processing
(NLP) tools to analyze customer reviews and finally presents the
findings from the studies of online self-presentation.

2.1 Discrete Choice Analysis. Discrete choice analysis
models people’s choices among a set of alternatives, i.e., a choice
set. It is developed based on the assumption that people act to max-
imize the utility. The utility of alternative j for person n (Unj) is for-
mulated as the sum of the observable (Vnj) and unobservable (εnj)
parts. Logit model assumes that the unobservable part is indepen-
dently and identically distributed as extreme value. By using the
assumption, the formula for the probability of person n choosing
alternative j (Pnj) takes a closed form as shown in Eq. (1) [6]. In
the formula, the observable part of the utility is further defined as
a linear combination of the alternative’s attribute vector xni and
the parameter vector β. These parameters are estimated by fitting
the model to the training data.

Pni =
eVni

∑
j e

Vnj
=

eβ
′xni

∑
j e

β′xnj
(1)

The denominator of Eq. (1) refers to all alternatives in the choice
set. Thus, the choice probability is directly related to the alternatives
included in the choice set. It is often the case that the number of pos-
sible alternatives is very large, and thus the choice set is constructed
randomly [10]. The usage of random choice sets is relatively
common in the literature. For example, it is used in the study of
warehouse location choice [11], vehicle choice [7], neighborhood
selection [12], the benefits of improved water quality in the
fishing site [13], and product esthetics [14]. In the context of this
paper, random choice set also represents a contrast to the proposed
choice set, which is constructed based on the probability distribu-
tion that utilizes the information from the online data and customer
reviews. Therefore, the choice sets that are constructed randomly
become the appropriate baseline for the performance evaluation in
this paper.
Nevertheless, there are researches suggesting the nonrandom

underlying process of constructing choice set. Gensch [15] proposes
a two-stage disaggregate attribute choice model. The model follows
a two-stage choice paradigm [16], in which customers filter the set
of all feasible alternatives to generate a choice set of few alternatives
and closely compares the few alternatives to select one of them. The
model requires a survey data, in which customers are asked to rate
and rank attributes in each alternative. Wang and Chen [7] proposes
a methodology to identify product communities from an existing
choice set data (J.D. Power Vehicle Survey) using Newman’s mod-
ularity method and to obtain customer segmentation from customer
sociodemographic profiles using the K-means clustering method.
The results are used to predict the missing choice sets in another
data set of similar products (National Household Travel Survey).
In contrast to the aforementioned literature, this paper proposes a
method that does not require survey data of product attribute
rating and ranking, existing customer choice set, and customer
sociodemographic profiles. Alternatively, in order to construct cus-
tomer choice sets, the proposed method utilizes product attribute
descriptions and customer reviews from a product’s webpage.

2.2 Natural Language Processing Tools. One of the basic
ways to classify words is using part of speech. Part of speech are
classes of words that have similar function with respect to the
words that occur nearby or to the affixes they take [17]. In this
paper, the classes that are used to analyze product reviews are

noun and adjective. Nouns are used to identify product feature
words, and adjectives are used to identify sentiment words.
When the words form a sentence, a dependency tree can describe

the structure of it by relating words in terms of binary semantic or
syntactic relations [17]. Therefore, each link in the tree explains the
relation between two words. The advantage of using the tree over
the bag-of-words approach, i.e., treating a sentence as a linear
sequence of words, is its ability to describe relations between
words, regardless of the distance between the words [18]. There-
fore, as in Refs. [19,20], this paper uses the dependency tree to iden-
tify the related product feature and sentiment words in a review
sentence.
In order to automatically identify product feature words from

free-format reviews, a word embedding technique is applied in
this paper. This technique aims to learn high-quality vector repre-
sentations of words [21]. The objective of the learning model is
quantified as maximizing the average log-likelihood of a sequence
of training words w1, w2, …, wT [22,23], as shown in Eq. (2). In
Eq. (2), T is the number of words in the training data set and C is
the window size that defines the context words surrounding word
wt. Given the objective function, the learning process is performed
via neural networks. The detailed derivation of the learning updates
to finally output the vector representations of words is provided in
Ref. [23].

1
T

∑T

t=1

Et = −
1
T

∑T

t=1

logP(wt|wt−C , . . . , wt−1, wt+1, . . . , wt+C) (2)

Finally, in order to identify the sentiment polarity of a sentiment
word, i.e., whether a word contains positive, neutral, or nega-
tive sentiment, SenticNet 4 dictionary [24] is used in this paper.
The dictionary is built by linking the words to their primitives,
e.g., “eat” to “ingest.” The generalization is claimed to boost the
accuracy of SenticNet 4 compared with that of the previous
version, as well as with that of the state-of-the-art statistical senti-
ment analysis research.

2.3 Online Self-Presentation. The emergence of Internet has
attracted researchers to study people’s self-presentation in the
online world. In one of the earliest studies, online personal home-
pages in Yahoo are successfully classified into one of the five self-
presentation strategies that people use in real interpersonal settings,
i.e., ingratiation, competence, intimidation, exemplification, and
supplication [25]. In addition, it suggests that gender differences
in the real interpersonal settings are reflected in the online
homepages.
A more recent study shows that Facebook usage and observ-

able information on a person’s Facebook page are associated with
personality traits [26]. It implies that real-life personalities are
extended into online domain. Similarly, another research identifies
that the difference in personal information disclosure is related to
the difference in age groups of users [27]. Moreover, the amount
of information disclosure also reflects the relationship status of a
person.
In terms of people’s writings, the word usage in blogs is related to

the writer’s personality to an extent, e.g., extraversion personality is
significantly correlated with the use of positive emotion words [28].
From the study of tweets in Twitter, both semantic and linguistic
style features are discovered to be useful to predict personality
and profession with high accuracy [29]. It concludes that not only
what people say but also how to say it also reveals information
about a person’s personality and profession.
Although the aforementioned studies were not specifically con-

ducted toward customers who write online reviews, there are evi-
dences that online self-presentation represents a person’s real
characteristics. In conclusion, since the same personality traits
and social processes expressed in real life are also expressed in
the online world, online interactions have become an extension to
people’s social lives in the real world [30].
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3 Methodology
The proposed methodology is summarized in Fig. 1. It consists of

three main parts, i.e., clustering the products, clustering the custom-
ers, and finally constructing customer choice sets based on the clus-
tering results.
The proposed methodology relies on online data and customer

reviews to cluster product and customers. Therefore, the methodol-
ogy works best when all products in the data set are generally fea-
sible to be purchased by any customer, such that the clustering
generates a feasible result as well. However, if there is a hidden
constraint—which is not explicitly available on the online data
and customer reviews, which strongly restricts a particular customer
to a particular subset of products, then the clustering may generate
an infeasible result. For example, a customer who would like to pur-
chase an in-car DVD player is strongly restricted to choose from a
particular subset of in-car DVD players that is physically and tech-
nically compatible with the customer’s car. In the online data and
customer reviews of the in-car DVD players, however, the compat-
ibility information may not be present. Without revealing the con-
straint, the product clustering might cluster two in-car DVD
players in a cluster despite the fact that they are compatible with dif-
ferent types of car.

3.1 Clustering Products. In contrast to the existing research
that builds product communities based on actual choice set data
[7], the proposed methodology clusters the products based on their
attributes. The product attributes are acquired from publicly avail-
able sources such as the web pages of products in an e-commerce
website. Based on the product attributes, X-means clustering is
performed. X-means clustering automatically obtains the best
number of clusters by maximizing the Bayesian information crite-
rion iteratively [31]. It is advantageous compared with the methods
that require the number of clusters as an input, such as K-means clus-
tering, because the true number of groups of products is not always
known.
Compared with the product communities in Ref. [7], product

clusters contain a less direct information about the actual customer
choice sets. However, the information is proven valuable to con-
struct customer choice sets. As demonstrated later in Sec. 4, the con-
structed choice sets create choice models that have higher predictive
ability than the models that use randomly picked choice sets.

3.2 Clustering Customers. In contrast to the usage of socio-
demographic data to cluster customers in Ref. [7], the proposed
methodology utilizes online customer reviews to cluster customers
based on the characteristics of their online self-presentations. More
specifically, the customers are characterized by the product features
that they discuss in the reviews, as well as the sentiment expressed
toward those features, e.g., a group of customers who are satisfied
with the laptop screen but dissatisfied with the laptop fan. Once
each customer has been characterized by a vector that records the
frequency of the customer mentioning each product feature word
in the review, then all customers may be clustered using X-means
clustering method.
There are four stages to identify product feature and sentiment

words from customer reviews based on the methodology given in
Ref. [20], as shown in Fig. 2. It is considered necessary to summar-
ize each stage in this section, while the details are available in
Ref. [20]. The first stage is preprocessing the review data. It
involves cleaning the sentences from symbols, lemmatizing the sen-
tences, parsing the sentences into dependency trees, and tagging
each word in a sentence by its part of speech.
The second stage is automatically identifying and grouping

product feature words that are discussed in the reviews. This
stage is necessary because not all product features that are displayed
in a product’s web page are discussed in the reviews, and vice versa.
Moreover, there are similar words that refer to the same product
feature, e.g., “screen” and “display,” such that they should be inter-
preted as the same product feature. In order to obtain the product
feature words, a word embedding technique is used to embed the
words into real vectors and X-means clustering is used to cluster
the word vectors. In order to reflect a word’s importance in the clus-
tering process, each word is assigned a weight proportional to its
tf.idf (term frequency, inverse document frequency). Based on the
cluster centers, the words closest to each center become product
feature word candidates. The word candidates with high similarity
are combined into a single entity, e.g., “(web–Internet).”
At this point, further filtering is needed to remove irrelevant

words from the product feature word candidates. The irrelevant
words have a high tf.idf, yet are not related to the product itself,
e.g., “son” or too specific for a particular brand, e.g., “ASUS.”
Those words are filtered out by a t-test that tests the words’
average proportions in product manual documents. If the average
proportions of those words are not significantly different from

Fig. 1 Proposed methodology for constructing customer choice sets
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zero, the words are considered irrelevant to the product and thus
removed from the candidate list. In this research, α = 5% is used
as the significance threshold. The remaining word candidates
become the final product feature words. Finally, to group similar
words that refer to the same product feature, all nouns are assigned
to the product feature word that has the highest cosine similarity.
At the second stage, word embedding technique is chosen

because it enables the quantification of distance between words,
which is useful for grouping similar words. As for the clustering
technique, X-means clustering is chosen because the number of
product feature words that are discussed in the customer reviews
is not known beforehand, unless the reviews have been manually
annotated.
The third stage is identifying sentiment words in the customer

review sentences. In this paper, the identification is done through
a word’s part-of-speech tag, i.e., an adjective is identified as a senti-
ment word. Afterward, the sentiment intensity of those words is
obtained from a sentiment dictionary SenticNet 4 [24]. The intensity
provides the polarity of a sentiment word, i.e., either positive or
negative.
Finally, the last stage is relating the results from the previous

stages, i.e., product feature (noun) and sentiment (adjective)
words in a sentence. This stage is performed using a dependency
tree approach because dependency tree may capture the related
words regardless of the distance between them. It is advantageous

compared with the adjacency-based approach, in which the relation
is defined by a fixed window of adjacent words. A pair of adjective
and noun is identified to have a relation if the noun is either the
direct child or parent of the adjective. If an adjective has no
nouns as the direct child or parent, it would move toward the root
of the sentence. At each step of the move, it would collect the
nouns that are now either its parent or child.
After the four stages are performed, each sentence in a customer

review may be converted into a list of counts of product feature
words and the corresponding sentiment polarities. The counts are
then aggregated for all sentences in a customer review. As the
result, each customer is now characterized by a list of counts and
it becomes the basis to cluster customers using X-means clustering
method, which is chosen because the true number of clusters of cus-
tomers is not known beforehand.

3.3 Constructing Customer Choice Set. At this point,
product clusters and customer clusters have been obtained from
Secs. 3.1 and 3.2. Based on the clustering results, this section pro-
poses the scenario to create a probability distribution for sampling
the product clusters in order to construct customer choice sets.
The reason for creating the probability distribution at cluster level
is the absence of the actual choice set data, such that there is not
enough confidence to build a probability distribution of products.
Moreover, since the number of products is usually large, the
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Fig. 2 Proposed methodology for identifying product feature and sentiment words in customer reviews (Source: Ref. [20])
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inaccuracy of a probability distribution at product level is expected
to be higher than it would be at cluster level.
The available data are the actual purchases made by customers

and the product clusters. As illustrated in Fig. 3, the charts represent
the size of each product cluster PC (Fig. 3(a)) and the number of
purchases made by customers in a particular customer cluster CC
(Fig. 3(b)). The information from both sources is combined to
build the probability distribution of product clusters for each cus-
tomer cluster.
The proposed scenario called Normalized assigns a probability

value to a product cluster PC as a function of the product cluster
size and the number of purchases from that product cluster, as
defined in Eq. (3) and normalized using Eq. (4) such that the sum
equals 1. The first term in Eq. (3) computes the proportion of prod-
ucts in product cluster PC (IPC) to the total number of products in all
Q clusters. Similarly, the second term computes the proportion of
purchased products in product cluster PC made by customers in
customer cluster CC (SPC,CC) to the total purchases of products in
all Q clusters made by customers in customer cluster CC. The mul-
tiplication of the two terms is denoted as RCC(PC), which is the
unnormalized probability of a customer in customer cluster CC to
choose a product from product cluster PC. In Eq. (4), the normali-
zation results in PCC(PC), i.e., the probability of a customer in cus-
tomer cluster CC to choose a product from product cluster PC to be
included in the choice set, which is illustrated in Fig. 3(c). The per-
formance of Normalized scenario is compared with Random sce-
nario as the baseline. In Random scenario, a choice set is
constructed by picking a set of items randomly.

RCC(PC) =
IPC∑
∀Q IQ

· SPC,CC∑
∀Q SQ,CC

(3)

PCC(PC) =
RCC(PC)∑
∀Q RCC(Q)

(4)

Once the choice sets have been constructed for all customers,
they become the inputs for the multinomial logit model. As
shown in Eq. (1), each alternative j in a customer’s choice set con-
tributes to the denominator of the choice probability formula. The
contribution of each alternative is proportional to its utility. In
order to define an alternative’s utility, there are two functions
used in this paper. The first function, shown in Eq. (5), defines
the utility of alternative j for customer n (Vnj) as a linear combina-
tion of its attributes, i.e., the multiplication of the value of product
attribute k of alternative j (xjk) and the corresponding logit model
parameter for product attribute k (βk).

Vnj =
∑

k∈K
βkx jk (5)

The second function, shown in Eq. (6), defines the utility of alter-
native j for customer n (Vnj) by adding an interaction term to the first

function. The interaction involves a set of product attributes KRev

that are discussed in customer reviews. It is defined as the multipli-
cation between product attribute k′ ∈KRev of alternative j (xjk′) and
its frequency of being discussed by customer n in the review (ynjk′)
either positively or negatively. Accordingly, the corresponding logit
model parameter for the interaction term related to product attribute
k′ is denoted as βRevk′ .

Vnj =
∑

k∈K
βkx jk +

∑

k′∈KRev

βRevk′ x jk′ynjk′ (6)

3.4 Performance Evaluation. At this point, the choice sets
have been constructed and the utility model has been defined. In
order to evaluate the performance of different scenarios in con-
structing customer choice sets, a data set is divided into a training
set and a test set. The training set is used to train the multinomial
logit model that provides the estimates of the β parameters in the
utility function by maximizing the likelihood of the training set.
The estimates of the β parameters are subsequently applied to
predict the probability of purchases in the test set. In the test set,
the choice set for each customer contains all items that have been
purchased by customers in both the training and test sets. Therefore,
since it is different with the choice sets from either Random or Nor-
malized scenarios, the test set becomes a fair assessment of the pre-
dictive ability of the scenario that is used in the training set.
The predictive ability is measured at the aggregate level, i.e., the

market shares of products, instead of calculating the percentage of
individual customers whose purchases are correctly predicted. In
order to compare the predicted and actual probability distributions,
Kullback–Leibler (KL) divergence in Eq. (7) is chosen as the metric.
Kullback–Leibler (KL) divergence measures the difference between
two distributions over the same event space [32], such that the
higher KL divergence indicates more different distributions. The
actual distribution may be represented by a vector of zeros for all
items, except for item j that customer n purchases (Pnj) that has a
value of 1. The prediction on the test set provides the probability
of customer n purchasing item j (Qnj). A good performance is indi-
cated by the distribution of Q being similar to P and quantified by a
low KL value.

KL =
∑

j

Pnj log
Pnj

Qnj
(7)

4 Data and Results
In this section, the implementation of the proposed methodology

is presented. A data set of laptop products is collected from the
website Amazon.com. The data set contains the attributes of 2631
laptops, which are utilized for clustering products. The data
set also contains 46,194 verified reviews from customers who

PC1 PC2 PC3 PC4 PC5 PC1 PC2 PC3 PC4 PC5 PC1 PC2 PC3 PC4 PC5

(a) (b) (c)

Fig. 3 Illustration of creating the sampling probability based on the Normalized scenario: (a) number of products in product
cluster, (b) number of purchases in customer cluster CC, and (c) normalized probability sampling for customers in CC
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purchased 84 different laptops. The reviews were posted between
January 2015 and February 2017, and they are used for clustering
customers. In constructing customer choice sets, the customer
reviews of products of which the product attributes are inaccessible
are excluded. Therefore, the proposed methodology is implemented
to a data set of 39,000 customers and 62 products.
At the preprocessing stage for the customer review data, the lem-

matizer from NLTK package [33] in PYTHON is used to lemmatize the
sentences. The Stanford parser from NLTK package and PYSTANFORD-

DEPENDENCIES package [34] in PYTHON are used to parse each sen-
tence into a dependency tree, as well as tagging each word with
its part of speech.

4.1 Product Attributes Data and Product Clustering
Result. A product’s attributes are collected from its Amazon
webpage. For laptops, there is a section that compares similar
laptops and lists their attributes, as shown in Fig. 4.2 The product
attribute information may also be obtained from a product’s title
and item description section. The attributes are preprocessed such
that the unit within an attribute is consistent, e.g., all values in the
processor speed attribute are converted to have a GHz unit.
However, the value itself remains as it is, e.g., the processor
speed of 2.3 MHz is converted into 0.0023 GHz because it is the
information displayed and thus received by customers.
The product attributes are used to cluster the products. X-means

clustering method is used for the purpose, and it is implemented via

PYCLUSTERING package [35] in PYTHON. There are 25 product clusters
obtained, and the top 8 clusters with the highest number of products
are shown as the representatives in Table 1, with their correspond-
ing center points. As expected, it shows that the more expensive
laptops generally have higher specifications, as well as being phys-
ically larger and heavier.

4.2 Customer Review Data and Customer Clustering
Result. Verified customer reviews are verified by Amazon as
being written by customers who have purchased the product. The
verification provides the information of the actual purchase made
by a particular reviewer. Therefore, for the purpose of this paper,
only verified customer reviews are considered. An example of
such review is shown in Fig. 5.3 The sentence is parsed into a
dependency tree, as shown in Fig. 6.
Product feature words are obtained by applying the word embed-

ding GENSIM package [36] in PYTHON to obtain the vector representa-
tions of the words, then followed by X-means clustering to cluster
the vectors. The words closest to the cluster centers are determined
as the initial product feature words. After filtering and grouping
similar words, the final product feature words are shown in
Table 2. The result is obtained by setting the Word2vec parameters
as follows: the dimension of the word embedding vector is 100, the
window size is 2, the cutoff frequency is 8, hierarchical softmax is
used, and the initial random seed is 0.

Fig. 4 Snapshot of a similar item section

2https://www.amazon.com/dp/B01LZUPUG2

3https://www.amazon.com/gp/customer-reviews/R2LEZTBHDUVOZG/
ie=UTF8&#x0026;ASIN=B00N99FXIS
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In Fig. 6, there are three pairs of adjective and noun identified from
the laptop review example, i.e., “great screen,” “beautiful screen,”
and “great life.” The word “screen” corresponds to product feature
word “screen-display,” and based on SenticNet 4, the polarity of
“great” is positive; therefore, the first pair is translated into “(screen-
display)+.” The second pair is translated into “(screen-display)+” as
well due to the positive polarity of “beautiful.”Overall, the review in
Fig. 5 can be converted into a list of counts: “(screen-display)+”= 2,
“life+”= 1, and all the remaining pairs are 0.
Based on the counts of product feature words and the rating

assigned to the reviews, customers may be clustered using
X-means clustering method. In this case study, each customer is
represented by a vector of 37 integers, i.e., 18 product feature
words paired with both positive and negative sentiments and 1 cus-
tomer rating. The clustering results in 30 clusters. The number of
customers in each cluster as well as each cluster center’s rating
value are shown in Fig. 7. The figure shows that the customer clus-
ters capture the differences among customers, at least based on the
cluster’s average rating.
The characteristics of each cluster may be analyzed further

through the cluster’s center. Since cluster 14 in Fig. 7 has the
highest number of customers, the cluster’s characteristics are ana-
lyzed here. The center of cluster 14 is a vector of size 37. Excluding
the rating, the remaining 36 values of cluster 14’s center are plotted
in Fig. 8, divided into 18 positive attributes on the left graph and 18
negative attributes on the right graph. The Y-axis of the graphs cor-
responds to the frequency of a product feature word and sentiment
pair. The center of cluster 14 is compared with the average of all
other clusters’ centers, as well as the average of the centers of all
other clusters that have ratings of 4 and 5.
It can be observed from Fig. 8 that customers in cluster 14, whose

average rating is 4.73, are generally satisfied customers who write
reviews without frequently expressing explicit sentiment towards
any product feature in particular. In contrast, compared with the
overall average, customers who assigns rating 4 and 5 (excluding
cluster 14) tend to specifically and frequently mention the product
features along with their positive or negative sentiment toward
them. The examples of original customer reviews, which do not
specify explicit sentiment toward any product features, from cus-
tomers in cluster 14 are shown in the first row of Table 3.4,5 In

contrast, the sentences from customers in cluster 0, which explicitly
express negative sentiments toward disk space, computer, and
battery life, are shown in the second row of Table 3.6,7

4.3 Constructed Customer Choice Set Result. In this paper,
the choice sets are constructed with the choice set sizes of 3, 5,
and 7. The numbers are chosen to be relatively small, referring
to the previous research that constructs a choice set consisting
of one purchased item and three predicted items [7], as well as
the statement that the average choice set size is between 2 and
8 [16]. The varied choice sets are implemented to examine
whether there are differences in the proposed methodology’s
performance.
The first product in a choice set is the actual purchase by the cus-

tomer, which is known from the customer’s verified review. The
other products to complete the choice set are picked based on
either Random or Normalized scenario, with no duplications
allowed. An example of the constructed choice set for a customer
is shown in Table 4. The first column indicates whether an item
is purchased. The second column shows a product’s name, and
the product’s attributes are shown in the following columns. After
constructing choice sets for all customers, the utility of a product
for a person may be computed using Eq. (5). In the formula, K is

Table 1 Center points of product clusters (laptop data set) with the largest number of products, sorted by price

Product attribute PC15 PC22 PC16 PC14 PC0 PC2 PC1 PC6

Price ($) 1791.69 1425.62 886.62 821.87 811.75 506.98 489.02 288.36
Processor speed (PS) (GHz) 2.82 2.50 2.31 2.52 1.77 2.09 2.62 1.65
Processor count (PC) 3.30 2.59 2.02 2.43 2.23 1.95 2.32 2.15
Memory (GB) 20.84 14.71 9.33 10.45 9.62 5.54 8.21 3.39
Hard disk (HD) (GB) 613.76 603.42 301.82 711.63 506.68 241.49 746.44 111.65
Ratio (Megapixel/in.) 0.1333 0.4931 0.1531 0.1328 0.0001 0.0748 0.0672 0.0904
Screen size (SS) (in.) 15.55 14.82 13.56 15.58 14.47 14.01 15.53 11.60
Volume (in.3) 187.53 204.94 142.28 173.44 181.54 228.75 193.37 135.26
Weight (lb) 4.70 4.35 3.20 4.81 3.62 3.87 21.48 2.64
Operating system (OS) (1=Windows) 1.00 0.96 0.94 0.96 0.83 0.90 0.95 0.60
Number of products 109 138 260 309 684 126 391 164

Fig. 5 A customer review
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Fig. 6 The dependency trees of preprocessed sentences in the
customer review shown in Fig. 5

Table 2 Product feature words obtained from the reviews

Data set Product feature words

Laptops (18 product
feature words)

Apps, battery, cable, card, drive, fan, issue,
laptop, life, network, office, performance,
resolution quality, screen display, service,
supervisor, track mouse, web–Internet

4http://www.amazon.com/gp/customer-reviews/RE8QQH55NKO92/ref=cm_cr_
arp_d_rvw_ttl?ie=UTF8&ASIN=B00MNOPS1C

5http://www.amazon.com/gp/customer-reviews/R31N88N7MGDRKY/ref=cm_cr_
arp_d_rvw_ttl?ie=UTF8&ASIN=B00L49X8E6

6http://www.amazon.com/gp/customer-reviews/R3BAIKVU0E5TA3/ref=cm_cr_
arp_d_rvw_ttl?ie=UTF8&ASIN=B00NSHLUBU

7http://www.amazon.com/gp/customer-reviews/R1CCJIS37WSSAX/ref=cm_cr_
arp_d_rvw_ttl?ie=UTF8&ASIN=B00NGK98GS
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the set of product attributes, and there are ten product attributes of
laptops as listed in Table 4.
For computing the second utility function, defined in Eq. (6),

each product attribute is matched with a product feature word
from the reviews, based on the highest cosine similarity. If a
match is found, then the product attribute is included into the set
KRev. For example, the word “memory” (one of the product attri-
butes) has the highest similarity with the product feature word
“drive.” Therefore k′ = “memory” is included in KRev. The value
of xjk′ is the memory (GB) of laptop j, and the value of ynjk′ is the
frequency of customer n discussing “memory” in the review,
which is represented by the sum of the frequencies of “drive+”
and “drive−.” In the case that a product attribute does not match
with any of the product feature words, then the attribute is excluded
from KRev. The matching between product attributes and product
feature words is summarized in Table 5.

Fig. 7 Snapshot of customer clusters

Fig. 8 Comparison between cluster 14 with the remaining clusters and with the clusters having 4 and 5 ratings, for positive (left
graph) and negative (right graph) sentiments

Table 3 Comparison between selected sentences from
customers in cluster 14 and cluster 0

CC Sentences

14 “i have being using it since arrival, the acer has not disappointed
me and i am glad i sold my sell phone to help buy this”a
“this was purchased for our child in 7th grade, she is very pleased
with it, it suits her purpose for school and recreational activities”b

0 “very little disk space, do not buy this laptop, absolutely terrible
on space, not good for saving school work either”c
“it is a slow running computer with a short battery life”d

aSee Note 4.
bSee Note 5.
cSee Note 6.
dSee Note 7.

Table 4 Example of a customer’s constructed choice set

Choice Product Price PS PC Memory HD Ratio SS Volume Weight OS

Yes B00N99FXIS 719.57 2.16 2 4 0 0.1559 13.3 80.44 2.95 0
No B071XSKHWV 399.00 2.40 2 6 1000 0.0672 15.6 136.78 5.20 1
No B015P3SSD2 989.99 2.60 4 8 1000 0.1198 17.3 262.61 8.33 1
No B073R41NPW 2099.99 2.80 4 32 1240 0 17.3 207.22 6.17 1
No B06WVGCQ8H 719.00 2.50 2 12 1000 0 15.6 135.00 4.80 1
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4.4 Performance Evaluation Result. There are two sets of
experiments presented in this subsection. The first set of experi-
ments is used to compare different sampling probability scenarios,
i.e., Random and Normalized, with the utility function that only
considers product attributes, as shown in Eq. (5). In the Normalized
scenario, the sampling procedure can be done with or without
replacement. The with-replacement procedure means that a selected
product cluster is returned to the sampling pool, such that it has a
chance to be selected again. In both procedures, once a product
cluster has been selected, an individual product is subsequently
selected randomly from the selected product cluster.
Since probability sampling is involved in constructing customer

choice sets, in order to avoid bias due to the random numbers, dif-
ferent starting random seeds are used to construct the choice sets for
all customers. In the experiment, ten starting random seeds are used
to create choice set data sets. Each data set is further divided into
smaller data sets randomly. In the experiment, each data set is
further divided into 10 smaller data sets containing 3900 customers
each, such that finally there are 100 smaller data sets. Each of the
smaller data sets of size 3900 becomes the input for training the
multinomial logit model, which is implemented via PYLOGIT

package [37] in PYTHON. The output of the multinomial logit
model is a set of coefficients, which are the estimates of the β
parameters in Eq. (5). The coefficients are subsequently applied
to the test data set of size 35,100 to evaluate the predictive ability
of the model.
The process is illustrated in Table 6. The table contains all items

that are purchased by customers in the entire data set along with the
values of their attributes, e.g., processor speed (PS), operating
system (OS). The Purchase column contains the number of pur-
chases of each item, while the Purchase (test) column excludes
the purchases in the data that are used to train the multinomial
logit model. Based on the Purchase (test) column, the fraction in
the Fraction (test) column may be computed and thus represent
the actual market share in the test set. Based on the utility function
in Eq. (5), the utility may be computed for each item, as shown in
the Utility column. Finally, the predicted probability of purchasing
each item may be computed using Eq. (1), which may as well be
interpreted as the predicted market share, as shown in the last
column. The performance metric, KL divergence in Eq. (7), may
then be computed from the columns Fraction (test) and Predicted

fraction. The computation of KL divergence in this paper is imple-
mented via SPACY package in PYTHON [38].
The performance comparison between choice models that use

different choice set construction scenarios is presented in Table 7.
Based on the average of KL divergence values in 100 samples,
the Normalized scenario without replacement procedure is signifi-
cantly better (p-value= 0.000) than the baseline, i.e., Random sce-
nario, for choice set sizes of 5 and 7. The Normalized scenario with
replacement procedure, however, is significantly worse than the
baseline for all choice set sizes. Therefore, for the second set of
experiments, the Normalized scenario with replacement procedure
is excluded.
The second set of experiments is used to compare different sam-

pling probability scenarios, i.e., Random and Normalized, with the
utility function that includes the interaction between product attri-
butes and the frequencies of the attributes being discussed in the
customer review, as shown in Eq. (6). The process is illustrated in
Table 8. The first difference with the illustration in Table 6 is the
inclusion of the frequency of the product feature word that is
related to a product attribute. For example, Table 5 shows that the
attribute PS matches with the product feature word “performance.”
Customer n1 discusses it once in the review, while customer n2
does not discuss it at all; hence, the numbers 1 and 0 shown in
the columns “perf”n1 and “perf”n2. These individual differences
cause the utility of each item to differ for each individual, as illus-
trated by the columns Utilityn1 and Utilityn2.
The KL divergence may be computed for an individual by setting

Pnj in Eq. (7) equals 1 for item j that is purchased by the individual
and 0 for all other items. The total KL divergence of the test set is
obtained by summing the KL divergence over all individuals. The
comparison between scenarios are shown in Table 9. Similar to
the result given in Table 7, the Normalized scenario is significantly
better (p-value= 0.000) than the baseline, i.e., Random scenario,
for choice set sizes of 5 and 7.
The estimates of β parameters for Eq. (6) that are obtained from the

Random andNormalized scenarios are shown in Table 10. Those are
the coefficients from the data sets of size 3900 that provides the best
(lowest) KL divergence values, i.e., 143,107 (Random scenario with
choice set size of 7) and 140,157 (Normalized scenario with choice
set size of 7). There is no dramatic difference between scenarios, as
the signs of the coefficients of significant variables (p-value < 0.05)
are the same for both scenarios. The variable Operating Systems
is significant in the Random scenario, but not in the Normalized.
A possible explanation is that the Normalized scenario reflects the
fact that customers have filtered out the laptops with different oper-
ating systems. Therefore, it is no longer significant to predict their
choices. The variables such asMemory, Hard Disk, Price, and Pro-
cessor Count have negative coefficients, which means that the
increase of these variables is related to the decrease of the probability
of being purchased. On the other hand, the increase of Screen Size
and Ratio variables is related to the increase of the purchase proba-
bility. In order to address the issue of possible multicollinearity, it
is assumed that the input values for all variables in the model are rea-
sonable, e.g., a higher processor speed comes with a higher price as
well, such that the choice model outputs the correct choice probabil-
ity. Furthermore, the coefficients given in Table 10 should be used
altogether to predict the choice probability in Eq. (1), instead of
being interpreted individually.

Table 5 Product feature wordswith the highest cosine similarity
to the product attribute words

Product attribute Product feature word

Price Performance
Processor speed (PS) Performance
Processor count (PC) Performance
Memory Drive
Hard disk (HD) Drive
Ratio Resolution quality
Screen size (SS) Resolution quality
Volume Laptop
Weight Laptop
Operating system (OS) Apps

Table 6 Illustration of comparing true and predicted distributions of purchased item in the test set

No. Item PS … OS Purchase Purchase (test) Fraction (test) Utility Predicted fraction

0 B00O65HZKS 2.16 … 1 3985 3607 0.10276353 2.56388858 0.03111692
1 B00NSHLTVG 2.16 … 1 3985 3587 0.10219373 2.62021862 0.03292004
2 B00O65HZIK 2.16 … 1 3982 3560 0.10142450 2.94748784 0.04566585
3 B00NSHLUBU 2.16 … 1 3981 3569 0.10168091 2.46594490 0.02821371
… … … … … … … … … …

Σ= 39,000 Σ= 35,100 Σ= 1 Σ= 1
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Finally, a comparison is made between the best results from dif-
ferent utility functions, i.e., with or without interaction terms
included in the function, as shown in Table 11. The KL divergence
value for the Normalized scenario in Table 7 is converted by com-
puting individual KL divergence first and then summing over all
individual, such that the value becomes directly comparable with
the Normalized scenario in Table 9. The comparison shows that
the inclusion of the interaction terms results in a significantly
lower (better) (p-value= 0.009) KL divergence.

5 Discussion
The proposed Normalized scenario shown in Fig. 3 is developed

based on two types of information, i.e., the product clusters and the
number of purchases within a customer cluster. The multiplication
in Eq. (3) represents the combining of product and customer infor-
mation. In the Normalized scenario, a product cluster PC obtains a
high probability only if it contains many products and customers in
CC purchase many products that belong to PC. It follows the
assumptions that (1) when there is no additional information, a
bigger cluster has a higher probability to be picked and (2) a
cluster of products that is frequently purchased by similar type of
customers has a higher probability to be included in those custom-
ers’ choice sets. The second assumption is parallel to the idea of the
neighborhood method in a recommender system [39]. The method
may be used to, for example, recommend a movie to a person based
on a set of movies that is highly rated by people who like similar
types of movies.

Based on the comparison between Random and Normalized sce-
narios in Table 7, the Normalized scenario without replacement pro-
cedure benefits from using the information, i.e., achieving a
significantly better predictive ability than the baseline Random sce-
nario, which is indicated by the lower (better) KL divergence values
for choice set sizes of 5 and 7. Furthermore, the information is
proven valuable because if the information were worthless, then
the KL divergence value would not be significantly different with
using no information, which is appropriately represented by the
Random scenario.
In both sets of experiments in Sec. 4, the Normalized scenario

with the smallest choice set size, i.e., 3, performs worse than the
Random scenario. It may be explained that the small choice set
size prevents the training set from having enough variation in the
selection of items for the choice sets. The small choice set size
focuses the selection from the cluster with big probability portions,
e.g., PC2 and PC1 in Fig. 3(c). The test set, however, requires the
model to face a highly varied items, because the choice sets
include all items in the data set. As the choice set size grows
larger, e.g., 5 or 7, it allows the training set to construct choice
set by focusing on the clusters with high probabilities, as well as
having the opportunity to pick items from clusters with lower prob-
abilities. As the result, the training set has a higher predictive ability
on the test set. The similar explanation may be applied to the fact
that the replacement procedure results in a significantly worse per-
formance for all choice set sizes, as listed in Table 7. The replace-
ment procedure allows a cluster to be chosen repeatedly during the
sampling process. Therefore, a cluster with a high probability in
the distribution is likely to dominate the constructed choice set in

Table 7 K-L divergence summary of experiments with different choice set construction
scenarios

Choice set size Scenario N Mean SD SE mean

3 Random 100 0.66270 0.01660 0.00170
Normalized 100 0.75360 0.02830 0.00280
Normalized-replaced 100 0.80930 0.02040 0.00200

5 Random 100 0.65110 0.01520 0.00150
Normalized 100 0.60730 0.01010 0.00100
Normalized-replaced 100 0.73990 0.01260 0.00130

7 Random 100 0.64870 0.01540 0.00150
Normalized 100 0.56178 0.00842 0.00084
Normalized-replaced 100 0.70740 0.01590 0.00160

Table 8 Illustration of the difference in individual utility values toward an item due to the inclusion of the interaction terms in the
utility function

No. Item PS … “perf”n1 “perf”n2 Purchase Purchase (test) Fraction (test) Utilityn1 Utilityn2

0 B00O65HZKS 2.16 … 1 0 3985 3607 0.102763533 Vn1,1 Vn2,1

1 B00NSHLTVG 2.16 … 1 0 3985 3587 0.102193732 Vn1,2 Vn2,2

2 B00O65HZIK 2.16 … 1 0 3982 3560 0.101424501 Vn1,3 Vn2,3

3 B00NSHLUBU 2.16 … 1 0 3981 3569 0.101680912 Vn1,4 Vn2,4

… … … … … … … … … … …

Table 9 K-L divergence summary of experiments with different choice set construction
scenarios using utility function that includes interaction terms

Choice set size Scenario N Mean SD SE mean

3 Random 100 144,546 791 79
Normalized 100 147,598 1088 109

5 Random 100 144,035 434 43
Normalized 100 142,391 356 36

7 Random 100 143,825 505 51
Normalized 100 140,754 317 32

111103-10 / Vol. 141, NOVEMBER 2019 Transactions of the ASME

D
ow

nloaded from
 https://asm

edigitalcollection.asm
e.org/m

echanicaldesign/article-pdf/141/11/111103/5434109/m
d_141_11_111103.pdf by U

niversity of Illinois U
rbana-C

ham
paign user on 26 Septem

ber 2019



the training set. As the result, the model performs worse when it is
applied to predict the test set in the case study.
In the second set of experiments, the utility function in Eq. (6) is

used. It is analogous to the function in a previous research [7], in
which customer sociodemographic attributes (e.g., household
income, number of children younger than 18 years, and fuel price
at the vehicle purchase year) are included into the utility function
by interacting them with product attributes (e.g., fuel_price *
HEV_indicator). In this paper, since the customer sociodemo-
graphic attributes are not available, customer online reviews are uti-
lized to represent the online self-presentation of customers.
Specifically, both positive and negative comments from a customer
toward particular product features are included in the model, as the
comments may indicate the important product features for a cus-
tomer. The important product features may subsequently be used
to characterize customers. Table 11 shows that the explicit inclusion
of customer reviews into the utility function results in significantly
lower (better) KL divergence. The results reaffirm the importance of
information from customer reviews in constructing choice models
that have a better predictive ability. Moreover, it also shows that
customer reviews, as a form of online self-presentation, reflect a
person’s characteristics to an extent.
As for the limitations, the first limitation of the research comes

from the inaccuracy of NLP tools, which are used to characterize
customers based on their reviews. For example, it can be seen in
Fig. 6 that the word “bright” is tagged as a noun (NN), instead of
an adjective (JJ). The inaccuracy causes “bright screen” being
excluded from the collected pairs of product feature word and senti-
ment polarity. The NLP tools with higher accuracy may be expected
as there are more annotated data available, as well as due to the
advancement of the research in the area. The other limitation is
the inaccuracy of product feature words identification method, as
discussed in Ref. [20]. It can be seen in Table 2 that irrelevant

product feature words appear, e.g., “supervisor.” This limitation
may be overcome by incorporating manual filtering toward the
final product feature words, which may be performed by a
product designer or an expert in the domain. The final limitation
is the inability of the multinomial logit model to include nonexisting
product attributes, although those attributes might have been men-
tioned by customers in their reviews as an expectation for a prod-
uct’s improvement.
Finally, the challenge of the future research is to discover

whether online data and customer reviews can replace actual
choice set and sociodemographic data, when the latter data are
absent. In the scope of this paper, the claim is that the online
data and customer reviews contribute significantly toward con-
structing choice sets that generate choice models with higher pre-
dictive ability compared with constructing choice sets randomly.
However, a complete data set that contains customers’ purchases,
choice sets, sociodemographic data, and those customers’ reviews
is required in order to answer the question of replacing the actual
data with the online data.

6 Conclusions and Future Work
In the absence of the actual choice set and sociodemographic

data, the publicly available online data of product attributes and cus-
tomer reviews are valuable to construct customer choice sets. In the
proposed Normalized scenario, the information is utilized to build a
probability sampling for constructing customer choice sets.
In the case study, the constructed choice sets generate choice

models with significantly higher predictive ability compared with
the models that are created using Random scenario. Furthermore,
the explicit inclusion of customer reviews to the utility function
results in choice models with significantly higher predictive

Table 10 Comparison of choice model coefficient estimates between Random and Normalized scenarios

Coefficient SE p-Value Coefficient SE p-Value
Variable (Random) (Random) (Random) (Normalized) (Normalized) (Normalized)

Processor speed (PS) 0.0034311 0.0060412 5.70E–01 0.0084258 0.0061247 1.69E–01
Memory −0.1099155 0.0089848 2.06E–34 * −0.1663226 0.0105410 4.37E–56 *
Ratio 0.0000005 0.0000001 5.34E–05 * 0.0000071 0.0000003 1.83E–121 *
Hard disk (HD) −0.0026165 0.0001005 2.19E–149 * −0.0019658 0.0000940 4.84E–97 *
Volume −0.0000034 0.0000079 6.73E–01 0.0000693 0.0000838 4.09E–01
Weight 0.0000396 0.0005264 9.40E–01 0.0000071 0.0006401 9.91E–01
Price −0.0012553 0.0000800 1.69E–55 * −0.0014482 0.0000876 2.29E–61 *
Processor count (PC) −0.2334449 0.0230215 3.66E–24 * −0.2034307 0.0225258 1.70E–19 *
Screen size (SS) 0.0766159 0.0133647 9.88E–09 * 0.2428041 0.0151927 1.72E–57 *
Operating system (OS) −0.3529272 0.0527470 2.22E–11 * −0.0086996 0.0464558 8.51E–01
PS*“performance” 0.1088088 0.0429116 1.12E–02 * 0.0078080 0.0132741 5.56E–01
Memory*“drive” −0.1146116 0.0223388 2.89E–07 * −0.0596659 0.0183426 1.14E–03 *
Ratio*“resolution–quality” 0.0000023 0.0000003 2.14E–14 * 0.0000002 0.0000003 4.93E–01
HD*“drive” 0.0004134 0.0001978 3.66E–02 * 0.0002314 0.0001793 1.97E–01
Volume*“laptop” −0.0000007 0.0000054 8.98E–01 0.0000866 0.0000480 7.12E–02
Weight*“laptop” −0.0000097 0.0003648 9.79E–01 −0.0000340 0.0005104 9.47E–01
Price*“performance” −0.0001753 0.0000945 6.35E–02 −0.0003485 0.0001016 6.01E–04 *
PC*“performance” 0.0125752 0.0304176 6.79E–01 0.0130294 0.0296393 6.60E–01
SS*“resolution–quality” −0.0338806 0.0177498 5.63E–02 −0.0049395 0.0201716 8.07E–01
OS*“apps” 0.0265436 0.0535511 6.20E–01 −0.0156893 0.0431251 7.16E–01

Table 11 Comparison of choice models based on the inclusion of interaction terms in the utility
function

Choice set size Scenario Interaction terms N Mean SD SE mean

7 Normalized Excluded (Eq. (5)) 100 140,855 278 28
7 Normalized Included (Eq. (6)) 100 140,754 317 32
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ability. Since the choice models with higher predictive ability
provide more accurate parameter estimates of the product attribute
variables, they become more useful to support designers in making
engineering design decisions, especially by allowing designers to
observe the change in demand with respect to the changes in the
product attributes.
For the future works, more types of online self-presentation may

be considered to characterize customers, e.g., past purchase history,
review history, and reviewer rank. Also, different types of logit
models may be used to extend the methodology for wider types
of products. For example, nested logit might be appropriate for
products with a nested structure, such as the aforementioned
in-car DVD players.
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