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Customer Reviews
This paper proposes a data-driven methodology to automatically identify product usage
contexts from online customer reviews. Product usage context is one of the factors that
affect product design, consumer behavior, and consumer satisfaction. The previous
works identify the usage contexts using the survey-based method or subjectively determine
them. The proposed methodology, on the other hand, uses machine learning and Natural
Language Processing tools to identify and cluster usage contexts from a large volume of
customer reviews. Furthermore, aspect sentiment analysis is applied to capture the senti-
ment toward a particular usage context in a sentence. The methodology is implemented
to two data sets of products, i.e., laptop and tablet. The result shows that the methodology
is able to capture relevant product usage contexts and cluster bigrams that refer to similar
usage context. The aspect sentiment analysis enables the observation of a product’s position
with respect to its competitors for a particular usage context. For a product designer, the
observation may indicate a requirement to improve the product. It may also indicate a pos-
sible market opportunity in a usage context in which most of the current products are per-
ceived negatively by customers. Finally, it is shown that overall rating might not be a strong
indicator for representing customer sentiment toward a particular usage context, due to the
moderate linear correlation for most of the usage contexts in the case study.
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1 Introduction
Product usage context is one of the important factors that affect

product design and beyond. Green et al. [1], in a study of the
products that perform the primary function to broadcast light
and allow mobility, concluded that the differences in product
requirement design targets and customer needs may be convinc-
ingly explained according to the differences in product usage con-
texts. Green et al. [2], in a study of food boiling and mobile
lighting products, conducted a survey that indicates different
product preferences for different usage contexts. Due to its rele-
vance toward product design, Kanis [3] stated that, instead of
relying on assumed usage, discovering the actual usage context
is indisputably critical.
The importance of product usage context extends beyond the

product design. In an earlier research, Belk [4] showed an indication
that consumer behavior is influenced by situational characteristics,
including the task definition characteristic. Ram and Jung [5]
showed statistically significant differences in consumer satisfaction
among groups with different usage contexts, i.e., usage frequency,
usage function, and usage situation. He et al. [6] argued that the
reasons behind and the situations under which a product is being
used, i.e., usage contexts, are essential to fully understand and
model heterogeneous choice behavior. Related to choice behavior,
Ratneshwar and Shocker [7] theorized that usage contexts act as
environmental constraints that help define consumers’ goals, such
that they limit the nature of products that may be chosen to achieve
those goals.

Considering the importance of product usage contexts, it is ben-
eficial to understand product usage contexts. There are at least three
benefits from understanding product usage contexts [1]:

(1) Facilitate and organize the customer needs gathering process
more effectively.

(2) Improve the task of setting target design values, by taking
usage contexts into consideration.

(3) Leverage the known to design for the unknown. The contex-
tual understanding has been shown to improve the final
designs, even when the design problems are outside of the
designer’s expertise [8].

In the literature, product usage context data are mostly col-
lected through survey-based methods and the list of usage con-
texts has been predetermined, as discussed in Sec. 2.1. The
main disadvantage of survey-based methods is that they may
be expensive and time-consuming to conduct [9,10]. As an alter-
native, online customer reviews are the publicly available data
that may be utilized for the purpose. Online customer reviews
are mostly written based on the willingness of customers out
of their own interests [10]. Customers intentionally and voluntar-
ily invest time and energy into sharing their opinions in their
reviews, such that a high level of authenticity may be expected
[11]. It implies that, in terms of product usage contexts, the
usage contexts that are mentioned in the reviews are of custom-
ers’ true interests.
The massive volume of customer reviews, however, makes it vir-

tually impossible to analyze the reviews manually. Therefore, this
paper proposes a methodology to automatically identify product
usage contexts from online customer reviews, using as little super-
vision as possible. In order to achieve that purpose, the data-driven
methodology is supported by machine learning and Natural
Language Processing tools.
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For customers and e-commerce websites, this paper contributes
in proposing the possibility to allow customers to filter products
based on their prioritized usage contexts. In the laptop category,
up to May 2, 2019, both Amazon.com2 and BestBuy.com3 only
offer the usage-related filtering by three general groups, i.e., Per-
sonal, Business, and Gaming. These three groups may not represent
a customer’s prioritized usage contexts well. Moreover, this paper
shows that the overall rating may not always strongly correlate
with the sentiment toward a particular usage context, i.e., a high
overall rating may not guarantee that a product is good for a partic-
ular usage context.
For designers, this paper contributes in providing an insight of

customer sentiment toward the usage contexts that the product is
either intentionally or not intentionally designed for. For example,
a review for a laptop that is marketed with the slogan “Better Every-
day Computing” is shown in Fig. 1.4 The rectangles in the figure
highlight the usage contexts in that customer review. Based on
the review, it is obvious that the customer is not satisfied with the
laptop’s performance in several usage contexts including writing
papers. In other words, the reviewer’s aspect sentiment toward
the aspect of “writing papers” is negative. Considering the
volume of the reviews for a product which is commonly in the
order of thousands, the proposed methodology significantly helps
designers to focus on several specific reviews regarding particular
usage contexts, which may or may not have been previously real-
ized by the designers.
The paper is organized as follows. Section 2 discusses the litera-

ture that is related to product usage contexts and recent literature in
a data-driven approach to product design, especially for identifying
usage contexts. Section 3 presents each stage of the methodology.
Section 4 shows the results of implementing the methodology to
the data sets of laptops and tablets. Section 5 discusses the perfor-
mance of the proposed methodology, as well as providing further
discussion on the paper’s contributions for customers and designers.
Finally, Sec. 6 concludes this paper.

2 Literature Review
This section presents the definitions of product usage contexts

and the previous works in identifying the contexts. Section 2.2 spe-
cifically introduces data-driven approaches to product design, as
well as discussing the comparison between this paper and relevant
recent papers in identifying usage contexts from online reviews.

2.1 Product Usage Contexts. LaFleur [12] defined four envi-
ronments in the design engineering framework, i.e., application,
design, verification, and construction. The environment that is
related to the product usage context is the application environment.
Application environment is defined as the actual situation that a
device encounters, including conditions, constraints, and actual
tasks to perform. Ram and Jung [13] stated that the usage of a

product may be examined from three perspectives, i.e., social inter-
action, experiential consumption, and functional utilization. The
functional utilization perspective studies the usage of product attri-
butes in different situations. In particular, for technological products
such as personal computers, customers may use a combination of
features or functions in order to enjoy usage variety in different
applications, e.g., word-processing and computer games. The
variety results from both the product attributes and the usage situa-
tions. Green et al. [1] defined product usage context as all factors
relating to the situation in which a product may be used, including
how the product is used (for what application). Finally, He et al. [6]
defined product usage context as “all aspects describing the context
of product use that vary under different use conditions and affect
product performance and/or consumer preferences for the product
attributes.” Based on the definitions from the literature, the
product usage context in this paper includes the tasks or applica-
tions that a user performs using the product.
There have been works in the literature that collect data regarding

product usage contexts. In the study of the usage contexts of video-
casette recorder (VCR), computer, microwave, and food processor,
the data are collected from self-reported questionnaires and diaries
[13]. Similarly, a field survey is conducted in order to study the
usage context of VCR [5]. In the study of choice modeling for
the usage context-based design, the usage context data are collected
from the combination of surveying respondent and secondary data
[6]. More recently, in the study of automatically identifying usage
context using convolutional neural network, the data are collected
from the accelerometer and gyroscope, which are embedded in
the smartphones that are attached to the respondents [14]. Zhou
et al. [15] utilize the usage contexts in order to elicit latent customer
needs from customer reviews. However, the use case categories are
subjectively predetermined (e.g., contextual events use case cate-
gory includes “Seated,” “On a trip,” “Cooking,” and “Working
out”), instead of being identified from the customer reviews. As a
consequence, it requires either an expert in the product domain or
reading many customer reviews to create a reasonable set of use
case categories. All other aforementioned works [5,6,13,14] also
predetermine the usage contexts subjectively. In contrast to the
aforementioned works, this paper uses publicly available online
customer reviews as the data to automatically identify product
usage contexts.

2.2 Usage Context Research in the Data-Driven Product
Design Domain. The data-driven approach that does not rely on
collecting data through conventional survey-based methods has
become an emerging topic in the design domain. A number of
recent publications propose methodologies to collect data effi-
ciently, describing the relations among the concepts in the data
and how to filter them. Lim and Tucker [16] developed a
Bayesian-sampling-based methodology to identify the optimal
search keyword combinations that maximize the veracity of the
data acquired to make a valid conclusion. Shi et al. [17] proposed
a text mining methodology that utilizes part-of-speech tags and col-
locations to build a network that relates the knowledge concepts in
design and engineering. Zhang and Tran [18] proposed a helpful-
ness score to filter online customer reviews, and Zheng et al. [19]
proposed a semi-supervised method to classify online customer
reviews into high quality (useful) and low quality (spam or contain-
ing little information). Qi et al. [20] also filtered online customer
reviews by predicting their helpfulness using five categories of fea-
tures including linguistic features.
In the research that apply the data for design-related purposes,

online customer reviews are used to measure the attractiveness of
new product function candidates, relate product features and sales
rank, and evaluate design alternatives. Zhang et al. [21] predicted
the attractiveness of new product function candidates for a particular
user by predicting the user’s rating toward the new function. Suryadi
and Kim [22] proposed a methodology to identify product features
that are significantly related to sales rank. Chiu and Lin [23] evalu-
ated design alternatives using online customer reviews.

Fig. 1 An example of a customer review that perceives a laptop
negatively in the usage context of writing papers

2https://www.amazon.com/
3https://www.bestbuy.com/
4https://www.amazon.com/gp/customer-reviews/R3HWIC4CAWWVJ8?

ASIN=B01K1IO3QW
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Nevertheless, the idea of identifying usage contexts using online
customer reviews has not been extensively explored. In fact, in
the comprehensive review on recent advances in the data-driven
product design [24], utilizing the Big Data to reveal product
usage contexts is mentioned as one of the several crucial challenges
and open problems in the product design domain.
In a recently published work, Yang et al. [25] addressed the

challenge by proposing a faceted model of user experience. The
model is illustrated in Fig. 2. Referring to the model, the usage
context in this paper is represented by the sub-facet“Activities”
in the Situation Facet. Despite the similarity in the attempt to
identify the activities in the Situation Facet, there are at least
three main differences between this paper and the work done by
Yang et al. [25], i.e., the methodology, the level of generalization
and automation, and the application of the obtained knowledge,
as summarized in Table 1 which also includes the aforementioned
work by Zhou et al. [15]. The differences are further elaborated
below.
First, there are two differences in the methodology as follows:

(1) Yang et al. [25] identify product, situation, and sentiment
facets separately. Those facets are subsequently combined
without considering the relations between words in a sen-
tence. Consequently, the result may be partially accurate, as
shown by the examples from the customer reviews of a
laptop below. In the examples, the Situation Facets are
obtained from the result of the case study in Yang et al. [25]
and the Product Facets are inferred from the same source.
(a) Sentence: “i’ve had the laptop for a day - i’m pretty dis-

appointed that the 450 g2 does not have a removable

battery, and uses a different power supply plug than
the 650 g1”
Product Facet: battery; Situation Facet: for a day; User
Sentiment State: negative
Comment: The triple of product, situation, and sentiment
may be interpreted as the battery lasting for a day and it is
perceived negatively by the customer.

(b) Sentence: “casual and hardcore gamers will find a lot
to love here, and video or photo editing folks (who
don’t need to rely on a laptop screen for color accuracy)
will feel at home”
Product Facet: photo; Situation Facet: at home; User
Sentiment State: positive
Comment: The triple of product, situation, and sentiment
may be interpreted as a positive experience of using a
photo-related feature at home, although the term “at
home” in this sentence has a different word sense.

Therefore, to avoid the partially accurate results due to
combining separately identified facets from a sentence, the
proposed methodology in this paper attempts to identify
the usage contexts along with their corresponding aspect
sentiments. Based on the approach in this paper, the sentence
in (b) will produce “photo editing” as a specific usage
context, as opposed to just “photo” that may refer to different
usage contexts (e.g., taking photo, storing photo, and photo
editing) and therefore may require a designer to read the
entire sentence in order to clarify it.

(2) Zhou et al. [15] and Yang et al. [25] inferred the sentiment at
the sentence level. Consequently, the obtained sentiment
may not actually refer to a particular usage context in the sen-
tence. On the other hand, the state-of-the-art sentiment anal-
ysis has been performed at the aspect level, because an aspect
is an integral part of an opinion. An opinion is defined as a
quintuple of an entity, an aspect of the entity, the orientation
of the opinion about the aspect, the opinion holder, and the
time when the opinion is expressed [26]. In the context of
customer reviews, aspects are defined as opinion targets,
i.e., the specific features of a product or service that the
reviewer likes or dislikes [27]. In this paper, an aspect is
defined as the usage context of a product (i.e., the entity).
Thus, aspect sentiment analysis is defined as a task to deter-
mine whether an opinion on an aspect is positive, neutral, or
negative [26]. Identifying aspect sentiment is crucial because
a sentence may express opposite polarities about different
aspects of a product [27,28], as shown by the following

Table 1 The summary of differences between the relevant recent works and this paper

Fig. 2 A faceted model of user experience
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sentence: “The voice of my Moto phone was unclear, but the
camera was good” [26]. Therefore, to obtain the correspond-
ing sentiment toward the usage contexts, this paper applies
the aspect sentiment analysis.

Regarding the level of generalization and automation, it is argued
here that a number of predetermined or subjective inputs in the
methodologies proposed by Zhou et al. [15] and Yang et al. [25]
may hinder their abilities to generalize to other domain of products,
since it is dependent upon the subjective inputs from the experts in a
particular domain. In Ref. [25], the subjective inputs are as follows:

(1) In identifying Situation Facet, the sentences without product-
feature or opinion words (i.e., adjectives or verbs that contain
sentiment) are discarded. On the other hand, the methodol-
ogy in this paper does not rely on the existence of both
product-feature and opinion words. In fact, the sentences
without sentiments are still useful to inform product design-
ers about customers’ usage contexts, regardless of the exis-
tence of the sentiment. For example, the information may
be utilized to obtain extraordinary usage contexts and iden-
tify lead users [15]. Therefore, in this paper, the following
sentences are not discarded and the usage contexts (in
italic) are successfully identified:
(a) “this laptop will get the job done: writing papers,

youtube videos in 720 (anything above 720 will have
issues), gaming here and there (i can play league of
legends with 30–60 fps), etc.” (Note: no opinion words)

(b) “this isn’t for hardcore gaming” (Note: no product-
feature and opinion words)

(2) In identifying Situation Facet, the sentences are filtered by a
model that requires initial seeds that are manually labeled by
annotators. Consequently, the annotators must be are ade-
quately knowledgeable about the product. Furthermore, the
procedure of selecting the initial seeds is not proposed. On
the other hand, this paper proposes a domain-free grammat-
ical rules in Sec. 3.2 to construct the training set for the clas-
sifier to filter the sentences.

(3) In identifying User Sentiment State, “based on the POS
tagging, top k positive and negative terms from reviews are
selected respectively as seed word lists” [25]. The approach
is questionable because part-of-speech tags do not inform the
sentiment of words. Moreover, the determination of k and the
selected seed words may significantly affect the result. In this
paper, the aspect sentiment analysis is performed by an
attention-based long short term memory network (LSTM)
model [29] that is trained by a large corpus of similar elec-
tronic products and has been shown to perform better than
or comparable to the other state-of-the-art models.

(4) In obtaining the scores to cluster the Situation Facets, subjec-
tive weights are assigned to the local (containing same words)
and global connection (appearing in similar reviews) scores.
Furthermore, the similarity function to measure the similarity
between reviews to calculate global connection score is not
mentioned. In this paper, the word vectors are used as the
basis for clustering the usage contexts. The word vectors
are expected to capture the meaning of words beyond the
sameness of words in phrases, because the phrases that
contain the samewordmay not refer to similar usage contexts,
e.g., “playing games” and “playing music.” Also, this paper
utilizes X-means clustering to automatically obtain the
number of clusters, as opposed to using k-nearest neighbor
clustering [25] that requires the subjective determination of
k, considering the fact that the true number of usage context
clusters is unknown.

Finally, the obtained knowledge in Ref. [15] is utilized to elicit
latent needs. In Ref. [25], it is used to construct a network to
explain the relations from Product and Situation Facets to User
Sentiment State. In this paper, the applications are more practical,
i.e., providing visualizations (boxplots) for designers to gauge their

products’ positions in the market and enabling customers to filter
products based on the usage contexts of their interests. It is
natural for customers to express their needs in terms of usage con-
texts. For example, in the research about customer-oriented
product design, the inputs for a mountain bike frame design orig-
inate from customers in the imprecise linguistic forms of usage
purposes (e.g., speedy, free style) and contexts (e.g., rainy, rough
road) [30]. Therefore, the application of this paper should help
customers naturally filter the products based on usage contexts
(e.g., “video editing”), instead of based on specifications (e.g.,
“256 GB RAM”).
Based on the similarity and differences between this paper and

Ref. [25] in particular, the two methodologies should be able to
complement each other. As shown in the examples above, there
are sentences that might be informative for designers but they are
not identified by the methodology in Ref. [25]. On the other
hand, since the methodology in Ref. [25] attempts to identify
broader Situation Facets including “Time” and “Place,” their meth-
odology may produce sentences with usage contexts that are not
identified by the methodology in this paper. Since identifying
usage contexts is an emerging topic in the data-driven product
design domain, there are opportunities to combine, refine, and opti-
mize the two methodologies.

3 Methodology
The proposed methodology consists of four stages, as shown in

Fig. 3. Each stage of the methodology is discussed in the following
subsections.

3.1 Preprocessing Review Sentences. A set of customer
reviews is the input to this stage. Each customer review is parsed
into a set of sentences, using full stops, question marks, and excla-
mation marks. The sentences are subsequently parsed into depen-
dency trees. Also, the words in the sentences are represented by
word embedding and tagged by their part-of-speech tags.
A dependency tree is a representation of grammatical dependen-

cies between words in a sentence [31]. The dependency trees
become the input to create a training set in Sec. 3.2.Word embedding
is vectors of real numbers that represent words. The vectors are
obtained from the technique, such as word2vec, that learns high-
quality word vectors from data sets with a large number of words
in the vocabulary [32]. The word vectors become the input to
cluster words as well as to compute the similarity between words
or phrases, in Sec. 3.4. Part-of-speech is classes of words that have
similar function with respect to the adjacent words or the affixes
they take [33]. The part-of-speech tags, along with the dependency
trees, become the input to create the training set in Sec. 3.2.

3.2 Creating Training and Test Sets. A set of sentences
from customer reviews, along with their dependency trees and
part-of-speech tags of words, become the input to this stage.
This stage creates labels for sentences, i.e., whether or not the sen-
tences contain product usage contexts, based on several grammat-
ical rules. Of all the sentences, there is generally a large fraction
of sentences that cannot be labeled by the rules; due to the fact
that the grammatical rules may not capture all grammatical varia-
tions of the sentences. Therefore, the labeled sentences become a
training set to train the classifier in the next stage, which is used
to classify the sentences that cannot be labeled by the grammatical
rules.
The proposed grammatical rules are designed to be able to gen-

eralize to most types of product. Therefore, the rules are not
designed to be highly elaborate. The examples of labeled sentences
that are produced by the rules are presented and discussed in Sec. 5.
The rules are as follows:

(1) Rule 1 (for sentences that contain the word “usage”): In the
dependency tree, if the child of the word “usage” and

121104-4 / Vol. 141, DECEMBER 2019 Transactions of the ASME
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the child’s descendants include a noun or a verb, then the
sentence is labeled as a positive example. Otherwise, the sen-
tence is temporarily labeled as a negative example.

This rule originates from the purpose of this paper, i.e.,
identifying usage context. Therefore, it is reasonable to
collect sentences that contain the word “usage.” Furthermore,
the child of theword “usage”with noun or verb part-of-speech
is assumed to indicate a specific task or activity, e.g., “gaming
usage”. Other parts-of-speech, such as an adjective, might not
provide the specificity, e.g., “heavy usage”.

(2) Rule 2 (for sentences that contain the word “use,” “used,”
“uses,” or “using”): If a sentence contains “use to” or
“used to”, it is temporarily labeled as a negative example
because those phrases are frequently referred to either a
routine or a past habit. If a sentence contains one of the afore-
mentioned words, and the children of the word include the
word “for” and a direct object, then it is labeled as a positive
example. Otherwise, the sentence is labeled as a negative
example.

This rule is created based on the fact that a usage context
may be expressed with the verb “use” and its variants. In
addition, the existence of a direct object becomes an indica-
tion that a sentence is likely to contain a usage context, such
as in the following example where “it” is the direct object:
“right now i just use it for internet browsing and Pandora.”

(3) Rule 3 (for sentences that do not contain the words that are
queried by Rule 1 and Rule 2, but contain the word “for”): If
the child of the word “for” is tagged as a VBG (i.e., verb,
gerund, or present participle [34]), then the sentence is
labeled as a positive example. Otherwise, the sentence is
labeled as a negative example.

This rule is created based on the fact that the preposition
“for” is a function word that is used to indicate purpose, as
explained by the entry in Merriam-Webster dictionary.5 In
the example of the entry, the purpose is stated with a VBG-
tagged word as well, i.e., “a grant for studying medicine.”

A sentence that does notmeet a rule’s condition remains unlabeled
by the rule, e.g., a sentence that has no “usage”word in it is unlabeled
by Rule 1. As for Rule 1 and Rule 2, if a sentence is temporarily
labeled as negative by one rule but is unlabeled by the other, then
it is given a final label as negative. If a sentence is labeled as negative
by both Rule 1 and Rule 2, it is also given a final label as negative.
Otherwise, its final label is positive, because a sentence might
contain both “usage” and “use,” but only one of them meets the
rule. As for Rule 3, the given label is final. The sentences with
their final labels form the training set. Finally, all sentences that do
not pass any rule form the unlabeled set.
As for creating the test set to evaluate the classifier’s perfor-

mance, a set of sentences are randomly selected and excluded
from the training and unlabeled sets. In order to maintain the
similar distribution to the training set, it may be suggested to
build at most half of the test set by randomly selecting sentences
from the training set and build the other portion by randomly select-
ing sentences from the unlabeled set. The sentences from the train-
ing set are stripped from the labels assigned by the three rules
above. In order to ensure the correct label of the sentences in the
test set, the sentences are manually labeled by more than one anno-
tator. The order of the sentences has been randomly shuffled before
being annotated. Since the product usage context in this paper
includes the tasks or applications that a user performs using the
product, a question is used to guide the annotator, i.e., “Does the
sentence tell the tasks or applications that a user performs using
the product?” The sentences of which annotators agree on their
labels form the test set.

3.3 Classifying Review Sentences. The training, test, and
unlabeled sets that are created in the previous stage become the
inputs to this stage. The main purpose of the classifier in this
stage is to filter the sentences in the unlabeled set, which is generally
larger than the other two sets, such that the sentences that contain
usage contexts may be obtained without applying overly elaborate
rules. Furthermore, in this paper, the classifier performance is also
used as the basis to select the hyper-parameter values in word
embedding. In Sec. 4, several sets of hyper-parameter values are
applied to the case study and the best set of hyper-parameter
values is selected based on the classifier performance.
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Fig. 3 Proposedmethodology to automatically identify usage contexts and cluster review sentences based on
the usage contexts

5https://www.merriam-webster.com/dictionary/for
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The classifier in this paper is a one-layer neural network. The
inputs are theword embedding ofwords in a sentence. The squashing
function in the output node is a sigmoid function, such that the output
is between 0 and 1. The weights are trained using the training set, in
which the sentences are labeled as either positive (1) or negative (0).
Once the classifier has finished the learning process, the weights may
be applied to any sentence and produce a value between 0 and
1. After applying a thresholding, as explained in Sec. 4.2, the sen-
tences in the unlabeled set may accordingly be labeled as either pos-
itive or negative. The sentences that are classified as negative are
excluded from the next stage of the methodology.
In order to assess the performance of a classifier, the metric Area

under the Receiver Operating Characteristic (AUROC) is used. The
receiver operating characteristic curve is obtained by plotting the
true positive versus false-positive rates for all possible threshold
values. The AUROC may then be interpreted as, given a positive
and a negative example, the probability of the classifier to output
a higher prediction value for the positive example [35]. Therefore,
the larger AUROC value indicates the better classifier.

3.4 Clustering Review Sentences Based on Usage
Contexts. The sentences that are classified as positive by the clas-
sifier become the input for this stage, along with the sentences that
are labeled as positive in the training and test sets. The purpose of
this stage is to cluster usage contexts, such that a sentence that
contains a usage context may be clustered as well, and thus the pro-
portion of usage contexts of a product may be obtained. Further-
more, this stage aims to reveal the sentiment in a sentence with
respect to the usage context in the sentence, which is known as
aspect sentiment. By obtaining the aspect sentiments, analysis on
the aspect sentiment distribution among products and correlation
between aspect sentiment and overall rating may be performed, as
shown in Sec. 4.4.
In order to obtain usage contexts from the input sentences,

bigrams are collected from the sentences. In this paper, the usage
contexts are assumed to be bigrams. The assumption is taken
because including unigrams is expected to return a set of words
that contains too much noise, i.e., words that are irrelevant to
usage contexts, e.g., “wondering.” As a consequence, a one-word
usage context is omitted, e.g., “writing” is omitted, but “writing
paper” is included. Furthermore, the collected usage contexts
should be specific enough such that they are informative for design-
ers and useful for customers. In many cases, the specificity of a
usage context may not be captured with a unigram. For example,
“video” is not specific enough, as it may refer to the activity of
watching video, editing video, etc.; “playing” is also not specific
enough as it may refer to playing music, playing games, etc. There-
fore, in order to obtain adequately specific usage contexts, this paper
assumes the usage contexts as bigrams.
The collected bigrams are subsequently clustered using the

X-means clustering method. It is chosen due to its ability to
obtain the number of clusters automatically, by optimizing the
Bayesian Information Criterion [36]. In the context of usage con-
texts, it is difficult to determine the correct number of clusters of
usage contexts. For example, in the case of laptops, it is highly
debatable whether or not “watching movie” and “watching
youtube” should be in the same cluster of usage contexts. Therefore,
X-means is considered suitable for the task at this stage. Moreover,
it has been shown that X-means clustering performs better than a
spherical K-means clustering in the case study of laptops [37].
As for the aspect sentiment, it is obtained by applying the

attention-based LSTM method proposed by He et al. [29]. The
method is chosen because it is a state-of-the-art aspect sentiment
analysis method, which achieves a relatively comparable or even
better performance than the other recent methods, including
when it is applied to a data set of laptop customer reviews from
Amazon.com.6 The method outputs the sentiment of a sentence

with respect to an aspect sentiment in three scores that sum up to
1, which correspond to positive, negative, and neutral sentiments.
In this paper, the numbers are aggregated by subtracting the nega-
tive score from the positive score. Therefore, the range of the aggre-
gated sentiment is [−1,1].

4 Data and Results
This section starts with describing the data sets that are used to

implement the proposed methodology in Sec. 3. The first subsection
discusses the word embedding hyper-parameter value selection. It is
followed by comparing the results from using and not using a sen-
tence classifier. The third subsection presents the detailed results
from clustering the identified usage contexts. Finally, the results
from applying the aspect sentiment analysis to the usage contexts
are presented.
Two data sets are used in this paper. The laptop data set contains

5419 laptops from the traditional laptops category in Amazon.com.7

It also contains 218,570 customer reviews of those laptops up to
Dec. 13, 2017. The tablet data set contains 373 tablets from
BestBuy.com.8 It also contains 134,219 customer reviews of
those tablets that are posted between Nov. 4, 2014, and Oct. 8,
2018. The proportions of reviews with verified purchase label are
85.82% and 98.66% for laptop and tablet data sets, respectively.
Therefore, most of the reviews are expected to be authentic
because they are written by customers who have been verified to
purchase the products.
When a classifier is used, as proposed in the methodology shown

in Fig. 3, a training set is required to train the classifier’s parameters
and a test set is needed to assess the classifier’s performance. There-
fore, as explained in Sec. 3.2, the review sentences are divided into
training set, unlabeled set, and test set. The number of sentences in
each set for both laptop and tablet data sets is shown in Table 2.

4.1 Word Embedding Hyper-Parameter Value Selection
Result. The performance of a classifier is affected by the word
embedding. Therefore, this subsection shows the selection of the
word embedding hyper-parameter values based on the classifier per-
formance. The hyper-parameters that are included in the experiment
are the dimension of a word vector (size), the window size (i.e., the
maximum distance between the farthest context word and the pre-
dicted word) (window), and the minimum frequency for a word to
be included in the embedding (minCount). The performance of a
classifier is measured by the AUROC metric.
In this paper, the word embedding is implemented via gensim

package in PYTHON [38]. The word embedding becomes the input
for the classifier that consists of one layer and applies a sigmoid
function as the squashing function in the output layer. The classifier
is implemented via keras package in PYTHON. The classifier
performance comparison for the selected word embedding hyper-
parameter values is shown in Table 3. The highest AUROC value
is denoted with an asterisk and the word embedding obtained
from the corresponding hyper-parameter values is used in the
later stages.

4.2 Sentence Classifier Result. This subsection shows the
qualitative and quantitative comparisons between using a classifier

Table 2 The number of sentences in each data set

Data
set

Training set
(+)

Training set
(−)

Test set
(+)

Test set
(−)

Unlabeled
set

Laptop 15,578 100,058 72 465 1,028,573
Tablet 5188 18,520 51 166 318,448

6See Note 2.

7See Note 2.
8See Note 3.

121104-6 / Vol. 141, DECEMBER 2019 Transactions of the ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/m

echanicaldesign/article-pdf/141/12/121104/6435028/m
d_141_12_121104.pdf by U

niversity of Illinois U
rbana-C

ham
paign user on 26 M

ay 2023



to classify the review sentences, as proposed in the methodology in
Sec. 3 and not using a classifier. The comparison is made in order
to justify the Classifying Review Sentences stage in the proposed
methodology.
After obtaining the word embedding with the best hyper-

parameter values in Table 3, review sentences in the unlabeled set
may be filtered by a classifier before entering the bigram clustering
stage. First, the bigrams are collected by the CountVectorizer func-
tion of sklearn package in PYTHON [39]. The collected bigrams
are then refined by removing the unlikely phrases, using the
phraser function of gensim package in PYTHON [38]. The function
is based on the pointwise mutual information (PMI) metric that
calculates the probability of words in a phrase appearing together
compared with the multiplication of the probabilities of each
word appearing by itself [40]. A phrase with high PMI indicates
that the phrase is likely a valid phrase.
Moreover, each word in the bigram must be either a noun or a

verb and one of the words must end with “-ing.” The reasoning
behind that is as follows. The words that end with “-ing” are
likely to be verbs, gerunds, or present participles; which reasonably
describe activities. Other than a verb, a specific bigram often con-
tains a noun as well, e.g., “typing documents,” “reading e-books,”
or even a pair of nouns that describe usage contexts, e.g.,
“web surfing” and “photo editing.” These filtering steps are per-
formed in order to reduce noise in the collected bigrams and
produce specific activity phrases. The final set of bigrams are clus-
tered into usage context clusters using pyclustering package in
PYTHON [41]. On the other hand, without using a classifier, bigrams
are immediately collected from the review sentences, refined, and
clustered.
Before going into the comparisons, it is worth noting that the

classifier outputs a value between 0 and 1, due to the sigmoid as
the squashing function in the output layer. However, in order to
classify a sentence as containing usage context or not, a binary
decision is required, i.e., 0 or 1. Therefore, a thresholding process
is performed. The classifier is applied to the test set, and the best
threshold is chosen such that the accuracy on the test set is the
highest. In laptop data set, the best threshold is obtained at 0.214,
resulting in 89.01% accuracy on the test set. In tablet data set, the
best threshold is obtained at 0.323, resulting in 87.56% accuracy

on the test set. The thresholding graphs are shown in Fig. 4, in
which the X-axis shows the threshold and the Y-axis shows the accu-
racy on the test set. The classifier is applied to the unlabeled set, with
the aforementioned thresholds, and yields 25,300 positive sentences
in laptop data set and 25,556 sentences in tablet data set. Those
numbers are 2.46% and 8.02% of the sentences in the unlabeled
sets of laptop and tablet data sets, respectively. This reduction sup-
ports the methodology to obtain relevant bigrams, as the sentences
that are unlikely to contain usage contexts have been filtered out.
A qualitative comparison is made by comparing the most fre-

quent bigrams in the clusters. In laptop data set, the list of most
frequent bigram in each cluster is as follows:

• With classifier (ten clusters): gaming rig/power saving (equally
frequent), operating system, processes running, playing game,
word processing, transferring files, web browsing, writing
paper, video editing, and watching movie.

• Without classifier (15 clusters): viewing angles, operating
system, web browsing, video editing, stopped working*,
processing speed, docking station*, learning curve, shipping
label*, star rating*, processing power, cooling pad*, selling
point*, transferring files, and playing games.

In tablet data set, the list of most frequent bigram in each cluster
is as follows:

• With classifier (four clusters): operating system, web brows-
ing, watching movies, and reading books.

• Without classifier (six clusters): selling point*, operating
system, photo editing, web browsing, watching movies, and
reading books.

It can be seen that, without using a classifier, there are frequent-
but-irrelevant bigrams in the clusters of usage contexts, which are
denoted by an asterisk in the list. On the other hand, the clusters
that are produced from the classified sentences are represented by
bigrams that are relevant to usage contexts.
A quantitative comparison is made by comparing the average

cosine distance between bigrams within a cluster and between
most frequent bigrams of the clusters. The smaller distance
between bigrams within a cluster shows more cohesiveness of the
clusters, i.e., the bigrams within a cluster have the similar

Table 3 The classifier performance comparison in laptop and tablet datasets

(Laptop) size Window minCount AUROC (Tablet) size Window minCount AUROC

25 2 5 0.8055 25 2 5 0.7816
25 2 10 0.8389 * 25 2 10 0.8110
25 3 5 0.8190 25 3 5 0.7958
25 3 10 0.8158 25 3 10 0.8280 *
50 2 5 0.7722 50 2 5 0.7264
50 2 10 0.7683 50 2 10 0.7570
50 3 5 0.7756 50 3 5 0.7377
50 3 10 0.7934 50 3 10 0.7323

Fig. 4 Thresholding for classifier in laptop (left) and tablet (right) data sets
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meaning. The smaller distance between most frequent bigrams
shows that the identified frequent usage contexts are more likely
to refer to the same concept, e.g., the usage contexts of laptops.
The comparison is shown in Table 4. It can be seen that a classifier
produces more cohesive clusters, as shown by the lower average
cosine distance values compared with without using a classifier,
as well as more similar most frequent bigrams. The result holds
for both data sets.

4.3 Usage Context Clustering Result. Section 4.2 justifies
the usage of a classifier in the proposed methodology. This subsec-
tion further observes the obtained clusters of usage contexts. Once
the bigrams have been clustered into usage context clusters, the cus-
tomer review sentences may be assigned to the clusters based on the
usage context bigrams that are contained in the sentence. The
assignment produces the charts in Fig. 5, which show the propor-
tions of usage contexts for both laptop and tablet data sets. Each
fraction in Fig. 5 is labeled by the most frequent bigram in the
cluster. It may be observed that there are fewer usage contexts iden-
tified from tablet data set.

Table 5 shows a sample of frequent bigrams in each cluster in
laptop data set. The sample of frequent bigrams in tablet data set
is shown in Table 6. The top bigrams may be used to analyze the
qualitative performance of the clustering, which will be discussed
in Sec. 5.
In order to measure the quantitative performance of the identified

usage contexts in the sentences, the Precision metric is calculated.
For both laptop and tablet data sets, 150 sentences are randomly
selected to be independently labeled by two annotators. A sentence
is labeled as “True” if the identified usage context is correct,
i.e., providing the information about the task or application that is
performed by the customer using the product, but otherwise
“False”. The sentences that two annotators agree on the labels are
collected. The precision metric is then calculated as the ratio of
the “True” sentences to the total number of sentences. The results
are shown in Table 7. The precision of the laptop data set (almost
70%) is lower than the tablet data set (more than 87%) due to the
fact that a laptop has more functions than a tablet, such that it has
more usage contexts as well and thus it is more difficult to identify
the correct usage contexts.
The performance metric Recall is not calculated here due to the

difficulty in determining the true number of usage contexts. The
Recall metric calculates the ratio of correctly identified usage con-
texts to the number of true usage contexts. The difficulty lies in the
fact that the true number of usage contexts depends on the granularity
of the contexts. For example, in the sentence in Fig. 1, “loading
apps,” “(loading) webpages,” and “opening documents”may be con-
sidered as three different types of usage contexts. However, “loading
apps” and “opening documents”may reasonably be merged into one
context, i.e., “loading apps”, because “opening documents” may be
interpreted as loading an app to open a document as well. The more
complicated difficulty is when one activity may be considered as a
subset of the other. For example, in the context of customer review

Table 4 The comparison based on average cosine distance
between with and without using a classifier

Data
set

Within
cluster

Within
cluster

Between most
frequent
bigrams

(with classifier)

Between most
frequent
bigrams

(with
classifier)

(without
classifier)

(without
classifier)

Laptop 0.3806 0.5110 0.7638 0.9383
Tablet 0.3106 0.4569 0.7550 0.8194

Fig. 5 The proportion of customer reviews in each usage context cluster in laptop (left) and tablet (right) data sets

Table 5 The sample of bigrams in each cluster in laptop data set sorted by descending frequency

Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4

operating system gaming rig playing game processes running transferring files
stopped working power saving demanding game loading webpages computing tasks
viewing angle computing power streaming media handles multitasking demanding tasks
stop working computing needs playing minecraft — loading pages
processing power hardcore gaming playing fallout — tried uninstalling
learning curve engineering student playing overwatch — demanding applications

Cluster 5 Cluster 6 Cluster 7 Cluster 8 Cluster 9

word processing writing paper web browsing watching movie video editing
internet surfing reading reviews web surfing watching video photo editing
surfing internet writing document internet browsing watching netflix streaming video
document processing typing papers checking e-mail watching youtube video streaming

— writing essays browsing internet streaming movie document editing
— reading text surfing web playing music editing photo
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in Fig. 1, “writing papers” is a subset of “doing research.” It is not
clear whether or not those two usage contexts should be counted
separately. Suppose the methodology identifies “writing papers”
but not “doing research.” It is unclear whether it should be counted
as a miss. In fact, “doing research” is an unspecific term that may
include various activities such as web browsing, watching video,
running simulation, etc., such that it is arguably acceptable to
either identify it as a usage context or not.

4.4 Aspect Sentiment Analysis Result. Aspect sentiment
analysis is performed for the most frequent bigram in each usage
context cluster, as the representation of the cluster. First, the aspect
sentiment analysis is used to show the distribution of sentiment
toward a particular usage context among all products in the data
set. Therefore, product A, for example, may compare its relative
position to product B based on average customer sentiment with
respect to “video editing” usage context. Furthermore, product
A may obtain its relative position among all products in the data
set with respect to that usage context. For laptop and tablet data
sets, the aspect sentiment distributions are shown in Figs. 6 and 7,
respectively. It may be observed that the customers in tablet data
sets are generally more positive toward the product in all usage
contexts.
Moreover, in order to examine whether or not there is a strong

linear correlation between aspect sentiment towards a particular

usage context and the overall rating, the boxplots in Figs. 8 and 9
are created. For each usage context, a plot that consists of four box-
plots is created. The X-axis corresponds to the ranges of aspect senti-
ment of [−1, 0.5), [−0.5, 0), [0, 0.5), and [0.5, 1]. The Y-axis is the
overall rating of a product. The interpretation of the plots may be
made as follows. For example, in Fig. 8, for the usage context
“playing game,” the laptops that have average sentiment toward
that context in the range of [−1,0.5) are the laptops whose overall
rating median is around 4. There is an outlier laptop in that
group, whose overall rating is below 2. The boxplots, along
with the correlation coefficient values, demonstrate that there is a

Table 6 The sample of bigrams in each cluster in tablet data set sorted by descending frequency

Cluster 0 Cluster 1 Cluster 2 Cluster 3

operating system web browsing watching movie reading books
learning curve web surfing playing games reading ebooks
processing speed checking e-mail watching videos reading magazines
stopped working internet browsing watching netflix reading articles
processing power surfing web video editing reading glasses
photo editing surfing internet movie watching reading comics

Table 7 Precision of the identified usage contexts

Data set True False Precision (%)

Laptop 85 37 69.67
Tablet 118 17 87.41

Fig. 6 Boxplots of the aspect sentiment related to each usage context in laptop data set

Fig. 7 Boxplots of the aspect sentiment related to each usage
context in tablet data set, where OS, operating system; WB,
web browsing; WM, watching movie; and RB, reading books
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weak-to-moderate positive correlation between aspect sentiment and
overall rating for most of the usage contexts. In other words, it is
shown here that the higher overall rating of a product does not
strongly correlate to a higher sentiment toward a particular usage
context of the product.

5 Discussion
This section first discusses the proposed methodology’s perfor-

mance based on the results in Sec. 4. It is followed by the subsec-
tions related to the contributions of the methodology for
customers and product designers.

5.1 Methodology’s Performance. The grammatical rules that
are used to label sentences generally produce correct labels. The
examples of positive and negative sentences that are produced
by the rules in laptop data set are presented as follows, in which
the sentences are retained in their original writings including the
grammatical and typographical errors:

• Rule 1 (positive): “it’s slim and lightweight, not too fast,
not recomended formulti tasking or complex software, but is

ok for everyday usage like web browsing, email, word proces-
sor, etc”

• Rule 1 (negative, because the child of the word “usage”, i.e.,
“moderate”, is neither a noun nor a verb): “battery life is
perfect, it lasts 12 h as stated in the description and up to 10
h on moderate usage”

• Rule 2 (positive): “if you plan to use the laptop for more than
browsing and watching movies then you might consider it a
waste of $ 250”

• Rule 2 (negative, because the children of the word “use” do
not include a direct object and the word “for”): “it automati-
cally selects which one to use based on what you are doing to
conserve battery power”

• Rule 3 (positive): “the non-glare finish is much better than the
glossy displays gracing many other notebooks, and the ips
display has dramatic superiority for viewing angle accuracy”

• Rule 3 (negative, because the part-of-speech tag of the child of
the word “for” is not VBG): “i was lucky enough to get mine
for 1000 as it was mis-marked at the base exchange where i
bought it”

The rules also produce false-positive examples, such as “i use it
pretty much everyday for extended periods of time and only

Fig. 8 Boxplots of the aspect sentiment related to each use case in laptop data set

Fig. 9 Boxplots of the aspect sentiment related to each use case in tablet data set
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charge a few times a week” (Rule 2), and false negative examples,
such as “i bought it mainly for work, they have desk-tops there
but we have to log - in with our clock # and they can watch your
every move and put you on the corporate i/t watchlist if you
transgress, omg google images, he looked up what” (Rule 3).
In the false-positive example, “extended periods (of) time” is
identified as a usage context. Meanwhile, in the false negative
example, “work” is not identified as a usage context. A set of more
elaborate rules may produce fewer false examples. Nevertheless,
the rules in the proposed methodology are intentionally designed
to be not too detailed, such that the rules may generalize to other
product domains and there is as little subjective supervision as pos-
sible in the methodology.
As for the qualitative performance of the clustering, Table 5 dis-

plays a reasonable result in clustering “gaming rig” and “hardcore
gaming” together with “computing power” in Cluster 1, which indi-
cates the need for computing power. Meanwhile, there is another
cluster, i.e., Cluster 2, that groups usage contexts that are similar to
“playing game,”which may be interpreted as requiring less comput-
ing power. This result indicates that the proposed method is able to
capture the meaning behind the bigrams, instead of simply capturing
bigrams that contain the same word. This argument is further
supported by the separation of “playing music” in Cluster 8 and
“playing game” in Cluster 2, although both bigrams contain the
word “playing.” The proposed methodology is not totally accurate,
obviously, because there are some bigrams that seem to fit better in
another cluster, e.g., “streaming media” in Cluster 2 is intuitively
more compatible with the terms in Cluster 8.
When a product can be considered as a subset of the other in

terms of functionality, such as tablet to laptop, the methodology
obtains less number of usage contexts as well. It can be seen that
there are four clusters of usage contexts in tablet data set in
Table 6, compared with 12 in Table 5 for laptop data set. This
result qualitatively justifies the ability of the methodology in obtain-
ing usage contexts from customer reviews.
Aside from the limitations that arise from the inaccuracy of

machine learning and Natural Language Processing tools, the pro-
posed methodology is unable to weigh the usage contexts that are
mentioned by one customer. The weights should capture the finer
level of the importance of different usage contexts for a customer.
For example, a customer might comment positively on the wide
viewing angle for a laptop, but the customer does not find it impor-
tant, because the customer’s main usage context is streaming music.
Therefore, it would be appropriate to weigh the customer’s positive-
ness accordingly.

5.2 Contribution for Customers. The proposed methodology
may benefit customers in a way as follows. Suppose a customer com-
pares two laptops as shown in Table 8, along with their average
aspect sentiments with respect to “watching movie” and “video
editing” usage contexts. The methodology allows customers to
notice that, while both laptops have similar average sentiment for
“watchingmovie,” laptop 7b has a significantly higher average senti-
ment for “video editing.” Therefore, if the customer considers both
usage contexts as important, the comparison may cause laptop 7b
to be preferable for the customer. Under the current filtering
options in Amazon.com9 and BestBuy.com,10 it is difficult for cus-
tomer to filter and compare laptops by these criteria.
The sample of review sentences for both laptops in Table 8 with

respect to both usage contexts are shown in Table 9. The review
sentences are presented to qualitatively justify the sentiment
scores. In Table 9, it may be observed that both laptops receive sen-
tences with positive sentiment towards “watching movie” usage
context. For “video editing” usage context, laptop 7a has been
mostly described as being capable for light video editing. On the
other hand, laptop 7b has been positively described as being

suitable for video editing, except for the fourth sentence that com-
plains about the nonexistence of a set of numeric keys on the key-
board. Therefore, as shown in Table 8, laptop 7b has a higher
average sentiment value than laptop 7a for “video editing” usage
context.

5.3 Contribution for Designers. For the designers, Figs. 6
and 7 may be used to identify the opportunity in the market. In
the case of laptops, the improved products may be targeted for
the usage contexts of playing game and operating system. Those
are the usage contexts for which most of the laptops are perceived
negatively by the customers. In the case of tablets, there is also an
opportunity to improve the operating system in order to stand out
from the competitors.
Moreover, in a more detailed level, designers may examine the

extracted sentences from the customer reviews with respect to a par-
ticular usage context. For example, the products that have the
highest and the lowest average aspect sentiment with respect to
the usage context of “writing papers” are shown in Table 10,
along with the corresponding review sentences and the average
aspect sentiments.
Taking laptop 9b as an example, the designers of laptop 9b may

want to improve their product, since it currently has the lowest sen-
timent with respect to “writing papers” usage context compared
with all other laptops in the data set. The improvement becomes
essential if laptop 9b targets customers who frequently write
papers on laptops. While the sentence may not offer the complete
problem description by itself, the designer of laptop 9b may
carefully examine the entire review from this particular customer
as shown in Fig. 1. The review reveals that the customer experi-
ences the need to reinstall the operating system, although in fact
the laptop has been equipped with Windows 10 Home. Also, the
customer perceives the laptop as extremely slow in performing
basic functions. The result has therefore significantly narrowed
down the number of customer reviews that a product designer
needs to focus on.
Addressing the importance of obtaining actual, as opposed to

assumed, usage context [3], a pie chart is created in order to show
the usage contexts of gaming laptops, i.e., the laptops that contain
the words “Gamer,” “Gaming,” “Alienware,” and “MSI” in their
names. The latter two terms are the brands of gaming laptops.
The chart in Fig. 10 shows that gaming laptops obviously have
larger proportions in the usage contexts of “gaming rig” and
“playing game” compared those in the overall laptop data set in
Fig. 5. It may be seen that the proportions of several other usage
contexts are not negligible. Therefore, the gaming laptop designers
should not assume that customers only use the laptops for gaming
purpose, especially since there have been negative sentiments
toward these other usage contexts. Furthermore, the negative senti-
ment may include a suggestion for improvement, as shown by the
following sentence: “-there is no dedicated pgup/pgdn key on the
razer, kind of annoying during web browsing,” which is written
toward “web browsing” usage context. The improvement might
be beneficial in order to attract people who frequently use gaming
laptops for web browsing as well. By noticing the usage contexts
that might have not been previously considered as important,
designers might formulate design improvements in order to attract
either the targeted or new customers.

Table 8 Example of two laptops with their average aspect
sentiments for two usage contexts

Product
Context: watching

movie
Context:

video editing

Laptop 7a (B005CWJB5G) 0.8283 0.0661
Laptop 7b (B007474DSM) 0.8239 0.5699

9See Note 2.
10See Note 3.
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6 Conclusion and Future Work
A data-driven methodology has been proposed to automatically

identify product usage contexts from online customer reviews.
The theoretical contributions of this paper are: (1) proposing gram-
matical rules, which are not specific to a particular product domain,
to create a data set for training a sentence classifier (Sec. 3.2),
(2) proposing a sentence classifier to obtain sentences that contain
usage contexts (Sec. 3.3), and (3) identifying usage contexts from
customer review sentences, as well as obtaining their corresponding
aspect sentiments; even when the sentences may not contain either
product-feature or sentiment words.
When the identified product usage contexts are complemented

with aspect sentiment analysis, the interpretation of the results
may be beneficial in several ways. For designers, the results may
be used to evaluate the position of a product with respect to its com-
petitors in different usage contexts, which enables the identification
of product improvements and market opportunities. For customers,
the results provides opportunity to filter products based on the senti-
ment toward their prioritized usage contexts. It is also shown that
the overall rating is not strongly correlated with the sentiment
toward individual usage contexts.

To address the strength of utilizing online reviews for identifying
product usage context, the main benefits are the amount of data and
its availability. Data may be obtained, analyzed, and interpreted in a
time period that is faster than the required time to design, obtain
approval, and conduct a survey-based method. Consequently, com-
panies may be able to make faster decisions in many aspects, e.g.,
changing the advertisement strategy after learning about customers’
usage contexts, deciding to improve the next generation product’s
performance in a particular usage context, etc. On the other hand,
sentences in online reviews may not always provide detailed
usage contexts. In contrast to survey-based methods, there are
vague usage contexts that cannot be easily clarified or verified.
For example, when a review states “doing research,” it is hard to
clarify the type of research activities. Also, when a review states
that “photo editing is slow,” it is hard to verify whether the laptop
is actually incapable of performing the task or, for example, the
user has not installed the software correctly. Moreover, the survey-
based method may provide a higher granularity of the result. For
example, the survey-based methods might reveal that people who
complain about “photo editing” are mostly graphic designers.
For future work, the limitation of the proposed methodology in

identifying usage contexts by using the filter of bigram and “-ing”
suffix (Stage 4) may be improved. Other units of words (unigrams,
trigrams, etc.), other patterns of bigrams, and the dependency rela-
tions of words in a sentence (e.g., the words that are connected
by conjunctions) may also be considered as the bases to identify
usage contexts that are currently not discovered by the pro-
posed methodology. Obviously, there may be specific challenges
in applying those filters; for example, the challenge with unigrams
would be inferring the activity from a vague sentence that does not
implicitly mention the activity, e.g., “good for video on youtube

Table 10 The example of review sentences from the products
with the most positive and negative average aspect sentiment
for a particular usage context

Product Sentence Average

Laptop 9a “i’m liking windows 7, and the computer
comes with ms works which gives you as
much as most need for writing papers

0.76262

(B0030INLSW) or doing spreadsheets”
“overall i’m satisfied : i have a huge screen
for studying and writing papers, the
keyboard is a great design allowing for
comfortable
typing with responsive keys, and
appropriately clicky buttons”

Laptop 9b “it works fine for me, someone just using it
for college and writing papers but i
wouldn’t buy it again”

−0.20224

(B01K1IO3QW) “my only intention was to use this
computer for writing papers and doing
research and in the week that i had the
computer i was not able
to do either”

Fig. 10 The proportion of customer reviews in each usage
context cluster in gaming laptops

Table 9 The sample of review sentences for two laptops in Table 8 with respect to the corresponding usage
contexts
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every day”—which the activity is more likely to be inferred as
watching video, instead of editing video.
Furthermore, for the future work, the main challenge would be

extending the product usage context identification to identifying
extraordinary usage contexts. Extraordinary usage contexts are
important, since they are related to lead users, i.e., the customers
that use a product in an extraordinary context such that they
reveal latent needs that are crucial for product innovation [15].
The challenge lies in the fact that the frequency of these extraordi-
nary contexts is generally very low. Therefore, it is challenging to
identify them among a massive number of irrelevant terms that
appear with low frequency as well. The usage context identification
may also become the basis to construct a cross-product choice set in
choice modeling, since a choice set may be formed by different
types of items that serve the same usage intent [42]. Therefore,
the proposed method may contribute to construct, for example,
the set of devices (both laptops and tablets) that are compatible
for the usage context of “web browsing.”
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