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Abstract We consider a setting of a two settlement power market where firms com-
pete in the forward market and an uncertain real-time market. A recourse-based
framework is proposed where firms make simultaneous bids in the forward market
and take recourse in the real-time market contingent on the realization of uncertainty.
The market participants include both generation firms as well as the independent
system operator (ISO), the latter of which is assumed to maximize wheeling rev-
enue. The resulting stochastic game-theoretic problem is seen to be a Nash game
with coupled strategy sets, often referred to as a generalized Nash game. In general,
the primal variational conditions of such problems are given by quasi-variational in-
equality. Yet, the associated complementarity problem in a primal-dual space admits
a monotonicity property that allows us to derive an appropriate existence statement.
Computation of equilibria is complicated by the challenge arising from the size of
the sample-space. We present a distributed iterative regularization technique that is
shown to scale well with the size of the sample-space. Finally, the paper concludes
with the application of this model on an electrical network and provides insights on
market design and operation.

1 Introduction

With increasing concerns of pollution and environmental impacts from fossil fuels,
attention has shifted towards renewable sources of energy. Particularly, as the pen-
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etration of windpower is growing, this raises questions on the associated impact on
system reliability, capacity shortfall and consumer welfare in power markets. With
growing uncertainty in the generation mix, strategic behavior in power markets can
no longer be addressed from a deterministic standpoint and networked stochastic
counterparts need to be analyzed. However such models necessarily lead to large-
scale problems that are less easy to both analyze and solve.

Game-theoretic formulations have so far proved to be extraordinarily useful tools
for analyzing strategic behavior in power markets. Game theory [10, 24] has its roots
in the work by von Neumann and Morgenstern [29] while the Nash equilibrium solu-
tion concept was forwarded by Nash in 1950 [23]. Pricing of power is a consequence
of a series of clearings or settlements. A single settlement structure refers to one
where firms bid in the real time market at an endogeneously defined price [11, 12,
22]. A two settlement structure is characterized by firms bidding successively in the
forward or day ahead market and the real time or spot market [3, 13, 14, 30]. In this
setting, firms are paid at the forward price for their forward bids (promised genera-
tion levels) while deviations in the real time market are compensated at the real time
price. These games may be analyzed under different levels of rationality. A fully ra-
tional model would yield a game where agents compete in the first period market
subject to spot market equilibrium. This leads to a challenging class of problems,
namely a class of multi-leader multi-follower games. This class of games lead equi-
librium program with equilibrium constraints or EPECs. In such games, each agent
solves an mathematical program with equilibrium constraints (MPEC) [28, 30, 31].
A bounded rationality framework leads to a game where forward and spot decisions
are made simultaneously, leading to variational or complementarity formulations [12,
18, 22], thereby leading to more tractable problems. Lastly models may also be spec-
ified by the ISO’s objective which may be maximization of social welfare [18, 30,
31] or maximization of wheeling or transmission revenue [11, 22]. A more expansive
description of energy models can be found in [2, 15, 26, 27].

The present work extends the deterministic single-settlement framework, proposed
in [12, 22], to a boundedly rational two-settlement stochastic regime. In this paper we
assume that the ISO maximizes wheeling revenue and we allow for a particular gen-
erator to sell power at multiple nodes. This model leads to a Nash game in which
agents have coupled constraints which are not common or shared [9]. This comes
under a broad and challenging realm of problems, referred to as generalized Nash
games [6, 7]. Notably, when these coupled constraints are “shared” in nature, then
a solution to an appropriately defined variational inequality gives equilibria of the
original shared-constraint game. Here, the equilibrium conditions in the primal space
are given by a less tractable quasi-variational inequality. Instead, we opt for analyz-
ing equilibria in the large space of primal and dual variables via a complementarity
approach. Surprisingly, under relatively mild conditions, this complementarity prob-
lem can be characterized as monotone and is seen to admit solutions. Furthermore,
the monotonicity property allows for the construction of distributed regularization
techniques. The key contributions of this paper can be viewed as twofold

1. We present a model for capturing strategic behavior in power markets in an uncer-
tain and boundedly rational setting. The model leads to a Nash game with coupled
strategy sets that is shown to lead to a complementarity problem that is monotone,
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under some conditions. Existence of an equilibrium can be concluded by some
additional analysis.

2. Direct solutions of the complementarity problem get increasingly difficult as the
sample space grows. Naturally, we consider the development of a decomposition
approach that aims to alleviate the challenge arising from problem size. This is
achieved through a distributed iterative regularization gradient-based technique.
Through numerical tests, this scheme is seen to display the required convergence
properties and is observed to scale well with the size of the sample space.

The remainder of the paper is organized into five sections. Section 2 introduces the
stochastic two-settlement electricity market model with market clearing conditions.
In Sect. 3, we analyze the properties of equilibria arising in such games by examining
the properties of the complementarity formulation. A distributed scheme for comput-
ing equilibria for this class of problems is derived in Sect. 4. In Sect. 5, we obtain
insights through a two-settlement networked electricity market model. We conclude
in Sect. 6.

2 Model

A variety of settings have dealt with game-theoretic power market problems. A com-
mon deterministic setting is one where firms compete in just a spot market or a sin-
gle settlement market. However, most power markets are characterized by a multi-
settlement framework that naturally requires the incorporation of uncertainty. A two-
settlement variant is one where firms bid quantities in the forward market and allow
for deviations from these bids in the real time market. Two settlement models differ
with regard to the assumptions on rationality. For instance, under complete rationality,
firms compete in the forward market, subject to spot market equilibrium. Effectively
the problem solved is an equilibrium program with equilibrium constraints (EPEC),
where each firm solves a mathematical program with equilibrium constraints (MPEC)
[21]. Under the setting of bounded rationality, firms are assumed to simultaneously
take decisions in the spot and forward markets. This leads to variational and comple-
mentarity formulations.

In this paper, we consider a bounded rationality framework under a Nash-Cournot
setting and extend the realm of the single-settlement model in [12, 22] to a two settle-
ment setting. We consider a network where nodes and transmission lines are denoted
by i € N and [ € L, respectively. (See Table 1 for a list of variables and parameters.)
Firm j € J bids x;; at node i in the forward market and is paid at a common forward
price p?. The spot sales and generation are denoted by vl‘j and ylf‘]’. respectively and the
associated nodal spot price may be denoted by p?. Positive and negative deviations
are settled at the respective spot prices p{”. This immediately raises a question of ar-
bitrage. A no-arbitrage assumption specifies that the forward price equals expected
spot price or

Pl =Ep}.

In practice, arbitrage opportunities exist in power markets and the forward market
is cleared independently. In [16], Kamat and Oren refer to this setting as a market-
clearing model and allow for an independent prescription of forward and spot prices,
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Table 1 Variables and parameters

Xjj Forward sales decision from firm j at node i
Yl"; Spot sales decision from firm j at node i during scenario @
u;.‘}, vl‘fj’. Positive and negative deviations respectively at scenario w from firm j at node i

yf‘; s capf; Total spot generation decisions and capacity at scenario w for firm j at node i

ry Import/export at scenario w at node i

Q,n, p® Sample-space, cardinality of sample-space and probability of scenario w
w

pj Price at scenario w at node i

c;‘; , dl.“; Coefficient of linear and quadratic terms in the cost function at scenario w for firm j at node i
Sfps Jn Penalty functions for positive and negative deviations

N Total number of nodes in the network

a?, h? Intercept and slope of price-function at node i in the forward market

a?, b Intercept and slope of price-function at node i at scenario w

J Total number of firms
01, Power flowing across line / due to unit injection/withdrawal of power at node i
K l’" Transmission capacity of line / at scenario @

N j,/\/; Set of all generating nodes and non-generating nodes for firm j respectively

Ji Set of all generating firms at node i
LN Set of all transmission lines and set of all nodes respectively
G, G* Set of all generating nodes and load nodes respectively
J Set of all generating firms
defined as
p?éa?—b?inj, and pf"éaf’—bf"ZS,f‘j, (H
jeJ jeJd

where a?’, a? and by, b? denote the respective intercepts and slopes. To reduce the
incentive for purely financial participation and reduce significant changes between
forward and spot participation, most markets introduce an additional layer of de-
viation penalties. This model allows for convex differentiable penalty functions for
positive and negative deviations. In addition, each firm incurs a convex generation
cost at a generation facility. Firms are permitted to transfer power from the actual
generation facilities to other nodes and are charged a transmission fee set by the ISO
and given by w{’. Imports and exports are charged a fee levied by the ISO. Giving
allowance to the fact that multiple firms operate at several nodes in the network, the
revenue of agent j may be written as

" e Y (sl e,

i€

where ) £ ((a? — b Zx,-j) —]E((af” — by Zsf‘j)))xij

jedg jeF
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and

iy 2 (a2 = 0 355 s = 08 — Ui ) + 15,05~ P 5 35,
]GJ %/—“

Costs Deviation penalties Wheeling costs

Spot revenue

The generation costs Ci“J’. are, in general, assumed to be quadratic, and unless stated
otherwise, are defined as

Cl(yn = —d‘*’(y,,)2 + ey )

The generation levels of every firm are bounded by their capacities while the total
system-wide sales across firms is equal to the total quantity of generation for every
firm. The forward and spot sales are related through

si“j’-zxij—i-u?}—vf‘]’-, Vie N,VjeJ, Vo€ Q.

Then, agent j’s problem may be compactly represented as follows:

Ag/ (z—j) maximize Z (E(n )+ m; )
ie
yi“; =< Capf; (al?;)

w .. @ w w
sig —Xij —u T v =0 (B

. =S i — v =00 )
subject to w @ @y |’
Zie./\/'yij - ZieNSij =0 ((Sj)

Zie/\fsij' - Zie/\fyia/)‘ <0 (¢;D)

BN ) BN ) N} w
Xijo Si5 Vs ui v =0

VieN,Viel, YoeQ

where z_; £ (zi)ij denotes the tuple of adversarial decisions. Note that the set of
equality constraints with respect to s, u#, v and x are written as two sets of inequality
constraints. Similarly the equality constraints with regard to s and y are written as two
sets of inequality constraints. This allows for the formulation of a pure complementar-
ity problem. Note that ¢, 8, y, § and ¢ represent Lagrange multipliers corresponding
to the appropriate constraints.

In a majority of power markets, there exists an ISO that manages the dispatch,
pricing and other market level tasks. In several settings, the ISO maximizes social
welfare [30, 31]. In this regime, we allow for the ISO to maximize transmission or
wheeling charges [12, 22]. Its worth remarking as to why this objective would be an
appropriate one for an ISO, in contrast with a social welfare maximizing metric. It has
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been noted in [22] that such a model is “equivalent to a competitive market for trans-
mission capacity.” Naturally, this model prescribes the ISO has a profit-maximizing
agent responsible for allocating transmission services, a clear departure from our ear-
lier model.

Power distribution factors, or more specifically the Injection Shift Factors (ISF),
may be used to quantify the power flowing across lines in a network. Let Q de-
note the power distribution factor matrix. Then the power flowing in transmission
line /, due to unit injection or withdrawal of power at node i may be denoted by Q; ;.
The power distribution factor (ISF) is independent of uncertainty and is purely de-
pendent on the network and the choice of the slack node. The details regarding the
computation is presented in [20].! The ISO’s problem may hence be defined as fol-
lows:

A’ (z_(y11)) maximize Z E(w?r?)
ieN

subjectto r{’ = Zjej(sl?’; - ylf’;)
Doien Quir? <K (uf)
=N Quirf <K ().

Note that r; refers to the inflow or outflow corresponding to node i. The strategy
set of the ISO consists o the decision variables of the generating firms. However the
firms’ constraints are independent of the ISO’s decisions. This leads to a general-
ized Nash game with coupled constraints. In general, the equilibria of such games
[6, 9] leads to a quasi-variational inequality [8]. Formally the game may be defined
as follows:

Definition 1 (Generalized Nash game (G)) The generalized Nash game is given by
a collection of J + 1 agents (J generation firms and the ISO) and denoted by G.

Furthermore, an equilibrium of this game is given by a tuple {z7, ..., 2} ;} where zj

solves the problem Ag/ (zij) forall j=1,...,J + 1 (note that k = J + 1 regarding
the ISO) or

25 €SOL(Ag/ (%)), forj=1,....J+1.

The analysis of these problems is the focus of the next section.

3 Analysis

In this section, we analyze the generalized Nash game presented in the earlier section.
The following assumptions are employed through the remainder of this paper.

1A slack node may be one, where injection or withdrawal of power is assumed to have no impact on any
line in the network.
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Assumption 1

(A1) The cost of generation le‘J’. is an increasing convex function of ylf‘jf foralli e NV,
j € J and for all w € Q2.

(A2) The nodal forward and spot-market prices are defined by affine price functions
(1) for alli € M and for all w € .

(A3) The slopes, b?, b;" >0,Vi € N, Yo € Q. Moreover, the forward slopes for all
i € N are defined such that, bl(.) > %Ebf‘).

(A4) The deviation penalty functions f;; , and f;; , are convex increasing functions
ofug‘} andvf‘]’. forallie N, jeJ and w € Q.

Unfortunately, the presence of independent forward prices leads to a bilinear term
in the agent objectives. However, under a suitable assumption, the convexity of this
problem can be claimed.

Lemma 1 Suppose assumptions (A1)—(A4) hold. Then the objective functions of the
generation firms are convex.

Proof With convex generation costs and linear wheeling charges it suffices to
prove the convexity of the expectation term of every agent’s objective, given by
nij (Xij, Yij; yi,—j), defined as

. — (., 0_30
Mij(Xijs Siji Xi—j, Si,—j) = —(fli —b; inj>xij
ied

— Zp“’(af"—b?<zsﬁ>>(~‘$ = Xij)-

we jed
The gradient and Hessian of this function are given by

0 0 0
bixij +b; Zjejxij —a; + ZweQ pwal{v - Zweﬂ pwbl{v(ZjeJ S;j)
pO(=aj +bj (sf; + Xjeg i) — bjxij)

Vnij = ,
p"(—al-" + bln(Slr; + Zjejsinj) — b;'x,'j)
and
b —p'bl .. —p"b!
—,olbi1 2,01bl.1 0
Vi = : . . : :
—p" bt 0 s 20"BY
respectively.
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Let m be an arbitrary nonzero vector. Then by adding and subtracting terms, we
have

m? v? nijm = 2b; ml—Zmlzp b; mw+1+22p“’b“’ my .

w=1 w=1
" by " b?
= 2[9?—2,0“’7’ m%+Zp“’7’m%
w=1 w=1

—2m, Z PO Mgy 42 Z P b¥m? |

w=1 w=1

(2b0 pr ’)m1+Zp”b“’< x/—mw+1>2.

By assumption Eb? < 4b? for all i. This implies that m” V21;;m > 0 for all nonzero
m and n;;(x;j, Sij; si,—j) is a convex function in x;; and s;; for all fixed x; —; and
s;,—j- The convexity of the agent objectives follow. g

The convexity of the agent problems implies that the aggregated first-order Karush-
Kuhn-Tucker (KKT) conditions are necessary and sufficient. Furthermore, this ag-
gregated system may be analyzed for purposes of deriving existence statements. We
assume that the penalty functions for deviations are quadratic. Then the aggregated
KKT conditions are given by the following complementarity problem for all i, j, w:

0 =< Xjj 1 Zb?xij +b?xij —a?+ pr<al@—bl§u ZS{?)

ieJ weQ jeJ
w w
=D B+ ¥ =0
weR weR

0<s2Lp® (b;vzs +bYs — bf”xij—af")+ZQ1,i(M§”—n§” — 59+ ¢

jeJd lel
+ﬂ,j y,j >0
0<y0 L pW@2ys+e) = > Quiluf’ —nf) + o +89 —¢9 >0

lel

0 < ufj L p”(efjufi +hij) — Bij + v =0

ij l]
0<uvfLp® (ofj’.vlf‘j’.+tij)+ﬂi“j’~—yi‘;?20
Ofa-»Lcapij—y?-zO

0.< B2 Lxij+uf) —vf =58>0
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w w w w
05)/” J_—Xij_uij‘i_vl‘j"_sijzo

0<6?L s — y5 >0
J J J

ieN ieN
0=@f L) - sij=z0
ieN ieN
0=u LKP— ZQZ’Z(SU_yu
ieN jeJ
0<nP LKP+Y Quiy (s —y5)=0.
ieN jeJ

Note that 0 < x L y > 0 implies that x, y > 0 and xTy =0 and wl‘." has been elim-
inated from the ISO’s equilibrium conditions. Furthermore, the notation for x, y, u
and v follows that of s.

X 1
) P S S
Zz(d)y P= k] pl_ yl k] Sl: k]
DN u; S”
Vi !
d
: |
siai dN o o;
s =1+ 1., d=| 5 | =8|, a=1 |
¢ z o
u
n
1
af 5 8¢
af = , s=\| 1. 5§ = ,
a 8" 59
n! ue
w=\1:1. ne=1 :
w" Wy

The resulting problem can be cast as a linear complementarity problem, denoted by
LCP(g, M). Such a problem [5] requires a vector z satisfying 0 <z L Mz+¢q >0

where M is defined as
T
ma My —May
My 0
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The matrices M, and My are given by

My ... 0 _
. . . Mp,i 0
M, = : . : and M,; = 0 ) where
0 M, N
NP
_ Rl N ... 0 L 0 0
M, = .l .l . . and T; = 0 Ty 0
: : B 0 0 Tyi
R 0 NI

It can be seen that the matrix M), is an asymmetric coefficient matrix corresponding
to the primal constraints and primal variables. The matrix M, refers to the coefficient
matrix corresponding to the dual constraints and primal variables. Furthermore 7}, ;,
Ty,; and Ty ; represent diagonal matrices. If I and e refer to an identity matrix and
a column vector of ones, respectively, then the components of M ; and T; can be
defined as follows.

T,i=diag(T),...T},),  T,;=diag(T),...T};),

Ty = diag(T;,[ Ty’fi) , Ty =diag (p@efy ... p“ef)),

T, = diag (p®0% ... p©0%), Ty,; =diag (p“d? ... p®d?) ),
PP = —p‘”b,‘."eeT, NP =p®bP (I + eel), Nl.0 = b?(l +eel),
RY = —p”bP1.

Finally, the matrix M, and its associated components are defined as follows.

D 0

0 by 0 0 1 0 0
My=| g Ey |- pi=l1 -1 0o 1 -1,

_E, “Ex -1 1 0 -1 I

F Fy

—F —Fy

Qi 0
FF=(0 -K; K; 0 0), K;=|: B
0 . 0i
Qi .. Qi
Qi = T
Ori --- Qi
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Using these definitions, we show that M is a positive semidefinite matrix.
Lemma 2 Suppose (A1)-(A4) hold. Then M is a positive semidefinite matrix.

Proof With assumptions on convexity of costs and deviation penalties, it suffices
to show that M, ; is positive semidefinite. Let m be an arbitrary column vector. It
follows that

= (1 £ 7 Fo (157 (£

w=1 w=1

n g
- Z by Z MM g 1k
w=1 k=1

2
0[O 8
1Y ; i <Z mk)
= k=1

- Z pebY Z mg meg+k
=1 k=1

n b g n
o mit )
w=1 k=1 w=1

n g g 2
-3 (s (L) )
w=1 k=1 k=1

Combining terms and completing the squares we get the following expression:

e e )

w=1 w=1

e 3 (3 (5 )

k=1
g 2
+ Z waw (2:: Myg+k — ; %)

This completes the proof. g

The monotonicity of LCP(g, M) follows. However, existence of a solution to this
LCP can be concluded by noting that M € Qy, a class of matrices for which feasibility
of the LCP is sufficient for solvability [5, Theorem 3.1.2].

Theorem 1 (Existence of Equilibria) Consider the game G and suppose (A1)—(A4)
hold. Then G admits an equilibrium.
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Proof Tt suffices to show that there exists a nonnegative vector z"! e Rﬁ such that
(Mz™ + ¢) > 0. Before proceeding, we recall that z and ¢ are given by

qx
qs
dy
qu
qv
and ¢ = Qo |
qp
dy
qs
q¢
m
qn

ST SO ™R e 8 < v =

respectively and zg denotes the set of components of z corresponding to a subvec-
tor B. For instance z, = x and zg = . Next we define sref | yref e gref - ref gref
wef, et £ 0. Then, it is seen that g, > 0 and (Mz™ + ¢), > 0 for p =
u,v,a,d8, o, u, n. Furthermore, it is seen that g, is negative. Thus setting

0

a.
refs L — (M 4 ¢), > 0.

X
tj 0
bi

However a positive value of x makes (Mz"™ + q), negative. Setting

U{;’fw = x;;f B (MZref + q)lB’ (le'ef 4 q)y — O

A positive value of x also turns (Mz"™ 4 ¢); negative. Setting
a®
¢, & max pa}’ +max pby G+ A = (M7 4+ ¢)5 > 0.
1 14 N

1

A positive value of ¢ turns (Mz™f + q)y negative. Setting

0
ref 4 oym] 1) wa_t ref
ij,a)_lltré?\)/sp a; +?;§1\’/S/0 bi b0+2A = (Mz +q)y>0,

1

o

where A > 0. It is seen that z"f satisfies both (M Zef q)p = 0 and z;ef > 0 for all
p=x,s,y,uv0apb,y,58 ¢,n,u and is feasible with respect to LCP(g, M). This
completes the proof. g

We conclude this section by observing that the monotonicity of the mapping al-
lows one to claim that a regularized game admits a unique equilibrium in a primal-
dual space.
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Proposition 1 (Uniqueness of Equilibria) Consider the game G and suppose (Al)—
(A4) hold. Suppose G¢ pertains to game whose associated complementarity problem
is denoted by LCP(q, M +€1). Then G. admits a unique equilibrium for every € > 0.

Proof This follows from noting that M + €1 is positive definite and the required
existence and uniqueness result follows immediately from Theorem 3.1.6 [5]. g

4 Distributed regularization schemes for computing equilibria

A crucial part of this paper pertains to computing equilibria in these regimes. In this
section, we examine how one may develop schemes for computing solutions to com-
plementarity problems, particularly in stochastic regimes. A host of techniques exist
for computing solutions to monotone linear complementarity problems (cf. [5, 8]).
Unfortunately, these methods rely on the solution of systems that can grow to be
massive as €2 grows in cardinality. Therefore a direct application of these techniques
proves inadvisable and alternate schemes that rely on decomposition must be intro-
duced. Past work by Shanbhag et al. on monotone stochastic LCPs [28] introduced
a matrix-splitting framework for computing solutions. More recently, a distributed
method for monotone variational problems [18] has been suggested. This scheme re-
lies on projections and uses cutting-plane techniques to alleviate the growth in com-
plexity. Both schemes display a linear growth in computational effort as the cardinal-
ity of Q grows.

In general, the application of projection-based techniques with constant step-
lengths require that the mappings be strongly monotone. However, in our regime, the
mapping is merely monotone. This challenge is overcome in [18] through regular-
ization. Specifically, we construct primal-dual and dual constant steplength methods
for regularized problems and provide error bounds to relate the regularized solution
to its original counterpart. However, the goal in that paper was to develop constant
steplength schemes for solving regularized problems where the regularization param-
eter was fixed a priori.

In this paper, we consider an alternate avenue lies in driving the regularization
parameter to zero or by using a proximal-point method. Both techniques are investi-
gated in detail in [17, 33] and are applied here. Here, we pursue a different avenue in
which we update the regularization parameter at every step. Motivated by the above
issues, we present iterative regularization counterparts of the Tikhonov regularization
method and the proximal-point method. These schemes are eponymously termed as
the iterative Tikhonov regularization scheme (ITR) and the iterative proximal point
(IPP) scheme. )

Note that LCP(M, ¢) is equivalent to VI(RY, Mz + q) [8]. Furthermore, z* is a

solution to the VI(RY , Mz + ¢) if and only if
= Mg (Z* =y F ("), 3)

where F(z) = Mz + q and y > 0. A regularization to a monotone mapping yields
a strongly monotone mapping. The standard Tikhonov scheme rests on solving a
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sequence of such well-posed regularized problems where the regularized map is given
by F¥(z) & F(z) + €*z. Accordingly, the iterates are defined by

=Ty (zk —y(F(" + ekzk)) k>1.
N
Furthermore, if limy_, o € = 0, then we have that limg_, o, z¥ = z*, as shown in [8,
Chap. 12]. An alternative lies in the proximal-point framework in which the regular-
ized subproblems have a different structure. Specifically, strong monotonicity in this
framework is maintained by using a map F k(2) £ F(2) + €*(z — 7*) where Z* is re-

ferred to as the centering parameter. Accordingly, the regularized fixed-point problem
is given by

= HRA‘;* (zk — yF(zk) +«9(zk - zkil)) ,

and the iterate z* is a solution of VI(K, F¥)). Convergence theory for both regular-
ization schemes, when applied to monotone variational inequalities, can be found in
[1, 8].

In this paper, we consider iterative regularization counterparts of Tikhonov and
proximal-point schemes. Here, the regularization parameter (in the case of Tikhonov)
and the centering parameter (in the case of proximal-point) are updated at every it-
erate, rather than when a fixed point is available. Such iterative regularization tech-
niques have a long history in optimization (cf. [25]) yet have been less used in the
solution of variational inequalities, barring work by Konnov [19]. In recent work
[17, 33], we have examined the convergence of properties of iterative Tikhonov and
proximal-point schemes in the context of monotone Nash games. In the next two sub-
sections, we briefly state and describe each of these schemes. Finally, a discussion of
how these schemes scale with |€2| is provided.

4.1 Tterative Tikhonov regularization scheme
The original Tikhonov scheme is a two-timescale scheme that rests on solving a

strongly monotone variational inequality, at every step. In general, this may be a com-
putationally challenging requirement. We alleviate this problem by requiring that a

Algorithm 1: Iterative Tikhonov Regularization Scheme

o initialization k = 0;
choose constants ¥, A, €g, yo > 0, 70 >0and x € (0.5,1), 8 € (0,0.5);
while || F" (K, F¥)|| > A do

| @ = (= (P E +adh);

2 Update regularization €1 := (kfr—ol)f‘;
3 Update step size y+1 := (ki/—ol)a;
4 | Compute | F"'(¢*, F})||:= |2 = Nz (& =y (F ) :
5 ki=k+1;
end
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single projection step be taken along with an update of the regularization parame-
ter. Formally, the algorithm is stated as follows: Note that the value of i is taken
to be 1 in general and A denotes the stopping criterion. If A = 0, it implies that the
solution is a fixed point of the problem. The following theorem from [32] and [17]
specifies the requirements on the step size and the regularization parameter to obtain
a convergent solution.

Theorem 2 (Convergence of ITR scheme) Consider the VI(Z,F). Let the step
sizes be defined such that Y jo vk = 00 and Y jo,v¢ < oo. In addition, let
S0 | €xyk = 00. Further let € — 0 and

Let F be monotone on Z that is convex. In addition, let F be Lipschitz continuous

with constant L. Then, z* converges to z*, where 7* is given by the fixed point relation
in (3).
Proof See appendix. 0

Its not immediately obvious that there are indeed acceptable steplength and regu-
larization sequences. The next lemma from [33] demonstrates this is indeed the case.

Lemma 3 (Acceptable steplength sequences) Consider the choice of step sizes and
regularizations of the form vy = ,{—2 and €k = ;—g. Let 0.5 <a <1and 0 < B <0.5.
Then the parameters satisfy the requirements stated in Theorem 2.

4.2 Tterative proximal scheme

Next, we present a single timescale version of the proximal point method. Just as in
the ITR scheme, each iterate is given by a projection step, defined formally as

P =Ty (- P +oE =), k=0,

Algorithm 2: Iterative Proximal Point (IPP) Algorithm

o initialization k = 0;
choose constants ¥, A, 6, 19 > 0, 70 >0and o € (0.5, 1);
while || F" (K, F¥)|| > A do

1 zk+l =TIy (Zk—Vk(F(Zk)—i-@(Zk—Zk_l)));
2 Update step size y+1 := e k—)iiol e
3 | Compute | F"!(F, FH)| = | =Tz (& =y (F*) +0G* =)
4 k:=k+1;
end
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The convergence of the scheme for diminishing steplengths has been proved in [17]
and the formal result is stated as follows:

Theorem 3 (Convergence of IPP Scheme) Let the mapping F be strictly monotone
on Z that is convex. In addition, let F be Lipschitz continuous with constant L and
let Z be closed and compact. Suppose yy satisfies

oo o
Zyk=oo and Zykz<oo.
k=1 k=1

Let 0 > 0 be a fixed parameter. Then zX — z*, where z* refers to a solution to the
VI(Z, F).

Proof See appendix. g

Note that in a complementarity regime where F is merely monotone and Z is merely
closed, the IPP scheme need not converge. In practice, however, we observe that it
performs well on the class of problems of interest.

Remark Projection over sets that may be characterized by a large number of con-
straints, as is common in stochastic regimes, has been dealt with in the past through
a variety of decomposition schemes such as cutting plane methods [4]. However, an
advantage of the current setting is that the projection problems are over the nonnega-
tive orthant and are therefore fairly cheap and parallelizable operations. However, it
should be noted that with this reduction in complexity comes with a growth in size,
since we now consider a larger problem in the primal-dual space.

4.3 Numerical experiments

This section analyzes the performance of the proposed algorithms. The scalability of
the iterative regularization schemes was tested by applying it to large scale stochastic
problems where |€2| may be large. The iterative Tikhonov and the iterative proximal
schemes were compared for different test cases confined to the network with 12 nodes
and 13 transmission lines. The grid details are shown in Table 2. Node 12 was chosen
to be the slack node. Four generators were assumed to compete in the market, the
details of which are mentioned in Table 3. The spot-price intercepts were taken to
be 700 across all nodes and scenarios while the forward and spot price slopes were
taken to be drawn from normal distribution of given by N (1, 0.02) across all nodes
and all scenarios. Linear and quadratic deviation penalties were taken to be N (8, 0)
and N (8, 0) respectively for all generators at all nodes and scenarios. Finally, the
schemes were implemented on Matlab 7.0 on a Linux OS machine with a clockspeed
of 2.39 GHZ and a memory of 16 GB.

Scalability The initial step lengths and regularizations were taken to be, y* = 0.15
and € = 0.25 respectively for all the runs. The order of decrease of step lengths was

taken to be B = 0.5001. The order of decrease of the regularization parameter was
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Table 2 Network details

Line Imp. (Ohm) Cap. (MW)
1-2 11000 400
2-3 8500 480
34 8000 440
4-5 7000 440
1-3 9000 480
1-6 10000 520
6-7 6000 360
7-8 8000 400
8-9 6500 340
9-10 9500 380
4-10 8500 420
9-11 8000 460
10-12 7000 500
Table 3 Generator details
Generator type Capacity Linear costs Quadratic costs
1 N (2000, 10) N(2,0) N(8,0)
2 N (2000, 10) N(2,0) N(8,0)
3 N (650, 270) N(2,0) N(8,0)
4 N (730, 320) N(2,0) N(8,0)

taken to be o = 0.498. For the first set, we fixed the number of firms to be three
(Firms 1, 2 and 3). For two different values of the forward intercepts (@), we varied
the number of scenarios from 5 to 60 in steps of 5. It is to be noted that the scheme
is distributed and computation can be done in parallel. However, we proceed to show
that even serial times scale well with the size of the problem. The stopping tolerance
A was taken to be proportional to the problem size.
A — || rat _ 19
=IF @l =lz—max(z — F(2),0) | = To

Table 4 reports the corresponding serial computation time and final regularization
values for all instances and scenarios.

Comparison between schemes A four firm problem, under the same setting was
taken as a case study to compare the two schemes. The schemes were tested by vary-
ing the number of scenarios from 5 to 60 in steps of 5 for three different instances.
The initial step size was the same (39 = 0.15) for both the schemes while 8 was
taken to be 10 for the IPP scheme. The stopping criterion was taken to be the same
in both the cases. The results are reported in Table 5. The IPP scheme shows a better
performance terms of the number of iterations.
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Table 4 Scalability with |2|

No. of scenarios Variables Serial time (s) Iterations
a® =900 5 1456 123.48 596251
10 2876 139.24 272007
15 4296 181.96 178963
20 5716 195.36 135193
25 7136 248.77 124511
30 8556 379.70 162553
35 9976 576.26 210889
40 11396 875.62 278733
45 12816 1296.48 366574
50 14236 1814.03 443753
55 15656 2331.13 528315
60 17076 3069.52 607701
a® =950 5 1456 139.10 665701
10 2876 138.98 300640
15 4296 200.14 197092
20 5716 214.89 148469
25 7136 259.14 130812
30 8556 383.25 164232
35 9976 584.05 212735
40 11396 873.52 279423
45 12816 1307.09 369709
50 14236 1833.24 449557
55 15656 2361.93 538197
60 17076 3122.51 617349
Table 5 Comparison: ITR and IPP schemes
No. of scenarios Iterations

Iterative Tikhonov

Iterative Proximal

a® =900

aY% =950

511402
472182
1029679

532134
481456
1032890

46273
59406
66484

49293
61836
71708

5 Insights

Though the above stated schemes perform well with regard to large problems, second-
order solvers prove to be more efficient for smaller scale problems. In this section,
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Table 6 Forward participation and premium—no deviation penalties

Intercepts Node 1 Node 2 Node 3
Total Bids p? —Ep? Total Bids p? —Ep? Total Bids p? —Ep?

50 0.00 —183.99 0.00 —183.99 0.00 —183.99
100 0.00 —133.99 0.00 —133.99 0.00 —133.99
150 0.00 —83.99 0.00 —83.99 0.00 —83.99
200 0.00 —33.99 0.00 —33.99 0.00 —33.99
250 12.95 3.21 13.35 3.23 12.77 3.20
300 53.37 13.23 55.03 13.30 52.65 13.19
350 93.80 23.25 96.72 23.37 92.52 23.19
400 134.22 33.27 138.40 33.45 132.40 33.18
450 174.65 43.28 180.09 43.52 172.27 43.18
500 215.08 53.30 221.77 53.60 212.15 53.17

we use KNITRO (v 5.0) as our solver to solve the exact LCP(g, M). This case study
uses the same generator details mentioned in Table 3. The number of scenarios was
taken to be twenty (n = 20). However, in this case, the linear and quadratic costs
were taken to be N(2,0) and N(0.2,0) respectively. Unless stated, the linear and
quadratic deviation penalties (positive and negative) were taken to be N(2,0) and
N (0.2, 0) respectively. We focus on two major questions pertaining to two settlement
markets. First, to what extent do forward prices impact participation? Second, what
impact does increasing wind power penetration have on forward participation?

5.1 Forward commitments

We define a term called nodal premium, given by the difference between the forward
price and the expected spot price at that node. The deviation penalties were set to
be zero and the spot intercepts were fixed to be 700. The forward intercepts across
all nodes were varied from 50 to 500 in steps of 50. Table 6 shows the variation
of forward bids with increasing forward intercepts across nodes 1, 2 and 3. Firms
do not bid in the forward market, till a particular level is reached where they find a
positive premium. The same behavior is seen across the other nodes. However with
sufficiently high deviation penalties, the behavior is not the same. Firms bid in the
forward market even when they do not find a premium, in order to decrease losses
due to positive deviation. Results with the above assumed deviation penalties are
reported in Table 7.

5.2 Wind power penetration

Here, we fix the capacity levels of generators 1, 2 and 3 while the capacity of the
wind (fourth) generator is varied from N (30, 10) to N (300, 90). It is seen that the
forward commitments of the firms tend to increase (Fig. 1). Increased volatility and
reduced spot prices may be attributed to be reasons for this behavior. In addition, it is
seen that the mean premium tends to increase.
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Table 7 Forward participation and premium—quadratic deviation penalties

Intercepts Node 1 Node 2 Node 3
Total Bids p? —Ep? Total Bids p? —Ep? Total Bids p? —Ep?

50 0.00 —183.97 0.00 —183.93 0.00 —184.01
100 0.00 —133.97 0.00 —133.93 0.00 —134.01
150 0.00 —83.97 0.00 —83.93 0.00 —84.01
200 0.00 —33.97 0.00 —33.93 0.00 —34.01
250 31.36 —14.98 32.32 —14.85 30.95 —15.06
300 70.23 -3.41 72.39 -3.18 69.29 -3.53
350 109.10 8.16 112.46 8.49 107.63 8.00
400 147.97 19.73 152.53 20.15 145.98 19.53
450 186.84 31.30 192.60 31.82 184.32 31.06
500 225.70 42.88 232.67 43.49 222.66 42.59

1500

g

=s-Mean Premium

Total forward bids
o
g

1100
1000
800
B0O L . i N - _ | 75.
0 50 100 150 200 250 300 0 50 100 150 200 250 300
Increasing penetration Increasing penetration

Fig. 1 Penetration of wind power

5.3 Policy insights

Several insights may be drawn from the standpoint of market design and operations,
particularly in the face of integrating volatile renewables. Most markets introduce
a penalty that is charged on deviations in the real-time market from forward posi-
tions. If these penalties are set at zero, then there is no forward participation unless
the expected spot prices exceed forward prices. If, however, the deviation penalties
are raised to a sufficiently high level, then participants bid even when forward prices
are less than expected spot prices; this ensures that participants can better recuperate
penalties. It remains a goal of future work to study this relationship closer, primar-
ily because deviation penalties represent a potentially useful tool in managing risk
associated with shortfalls in real-time markets. A second observation pertains to the
increase in forward participation when the volatility and penetration increases. With
the growth in wind capacity, this appears to be a natural consequence. In accordance
with a growth in the mean capacity, we notice that forward participation also in-
creases. This is partly a consequence of the need to sell cheap power without paying
significant deviation costs.
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6 Summary

A two settlement structure with uncertainty is considered where agents compete in
the forward and spot markets. Under an assumption of bounded rationality, agents
make bids in the forward market and provide a simultaneous recourse-based bid in the
real-time market. Furthermore, the ISO is assumed to maximize wheeling revenue.
The resulting Nash game is seen to have coupled strategy sets and belongs to a class
of generalized Nash games. The agent objective functions are shown to be convex
and the resulting complementarity formulation proves to be more tractable. In fact,
the mapping of the LCP proves to be monotone, a property that proves useful in
developing an existence result.

However the absence of strong monotonicity rules out the avenue of traditional
projection algorithms. Motivated by this shortcoming, this paper discusses two differ-
ent convergent schemes namely the iterative Tikhonov regularization and the iterative
proximal point algorithms. It is seen from the numerical results that the algorithms
scale very well with the problem size and comparison tests show that the IPP algo-
rithm is more effective.

Lastly, some insights are obtained from the above model by applying it to a 12-
node network. It is also observed that in the absence of exogenous deviation penalties,
firms do not bid in the forward market unless they see an incentive. The same is not
seen to be the case in a setting with deviation penalties. Moreover with increasing
wind penetration it is seen that the market becomes more volatile and the firms bid
more in the forward market. It is also seen that with increasing volatility due to wind
assets, the risk premium tends to increase.

Appendix

The following Lemmas from [25] are employed in developing our convergence the-
ory.

Lemmad4 Let uj41 < qgur +ax, 0<qgr <1, ax >0 and

o
> (1 —gqr) =00, %0, k> .
k=0 I—a

Then limy_, oo ur <0 and if uy > 0, then limy_, oo uy = 0.

Lemma$5 Letupi1 < (1 +vp)ug + pk, uk, vk, pr >0 and

o0 o
ka<oo, Zpk<oo, k — o0.
k=0 k=0

Then limy_ oo uy = 1 > 0.
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Our proof of convergence relies on relating the iterates of the proposed ITR scheme
to that of the original Tikhonov scheme. The following Lemma reproduced from [32]
provides a bound between consecutive iteratives of the standard Tikhonov scheme.

Lemma 6 Let the mapping V F be monotone and suppose SOL(Z, F) be nonempty
and bounded. Consider the standard exact Tikhonov scheme defined by iterates { yk1.
If M := ||z"||2, then

. M(Ek_l _ 6k)

k—1
<

Iy

Proof Omitted (see [32]). O
Proof for Theorem 2

For the sake of completeness, the following proof is reproduced from [32] and [17].
The regularization parameter {¢X} and the steplength sequence {y;} are assumed to

satisfy the following assumption.

Assumption 2 (AS5) The mapping F(x) is Lipschitz continuous with constant L.
The regularization parameter X and steplength y satisfy Y po, y*ek = oo, ekt! <

€5 Yk, Vi1 < viVk limys o0 vie /€8 = 0,302 v < 00, D je o (vkek)? < oo and
k—1 k
— €
lim & & = 4)
k— 00 )/k(Ek)2

Let y¥ denote the standard Tikhonov iterate. By the triangle inequality, ||z¥+!1 — z*||
can be bounded by terms 1 and 2:

k+1 k+1 k k
I — ¥ < 125 = yoI Iy =2
- N — —

term 1 term 2

Of these, term 2 converges to zero from the convergence statement of Tikhonov reg-
ularization methods. It suffices to show that term 1 converges to zero as k — oo
which follows as shown next. By using the non-expansivity of the Euclidean projec-
tor, ||z5t! — yK||? is given by

2
10— 42 = [ (2 = (P +€25) = T, (3 = n(FGM +€499) |
2
= (=P +H) = (F = nFeH +eh)|
This expression can be further simplified as
11—y = ¥ — i (F () — FOM)II?
= (1 =yl =y 12 + 2 IF () — FOHII?

— 2y (1 — peer) (ZF = YO T (F () — F9)

< (1 =2per + y2(L> + ellz* — ¥X1%,
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where the last inequality follows from y€; < 1 and the monotonicity of F(x) over Z.
If Lemma 4 can indeed be invoked then it follows that [|z¥1 — y¥|| — 0 as k — oo.
The remainder of the proof shows that the conditions for employing Lemma 4 do
hold. It can be seen that

k+1 k—1
[Fand I

— VI < gl = y¥I < @l — Y gyt —y

3 (6/{71 _ Ek)
= allt =y T+ M ———,

where the second inequality is a consequence of the triangle inequality and the third

inequality follows from Lemma 6. Suppose gy := \/ (1 = 2yrer + ¥ Z(L? + e,%) In-
voking Lemma 4 requires showing that

o0 k-1 _ _k

Y -gy=occ and lim —& w& =)y,
k—oo 1 — gi ek

k=0

It is easily seen that

Z(l )= Z —q; i 2yker — VE(L? + &)
1+ gk I+ g

k=0

o0
> Que — i (L* + ) =00
k=0

where the inequality follows from g < 1 and the final equality follows from
Yrco yke® = oo and the square summability of yrex and yX. The second require-
ment follows by observing that

qk M(ek‘1 ) _ Qk(1+f1k) (eF=1 —€b)

1 — gk ek 1—g? ek
g +q) (71— €b)
2pcex — yE(L2 +€}) €k
a1+ qx) (k=1 —€b)
2-L(L2+e€})  vr(eh)?
€ [ —
Term 1 Term 2

Since g, ek — 0, it follows that qr — 1. Since yk/ek — 0, Term 1 tends to 1 as
k — oo. By assumption (A5), Term 2 tends to zero as k — 0o. The proof for the
existence of such a sequence is not straightforward as stated earlier and is proved
in [32]. O
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Proof for Theorem 3

For the sake of completeness, the following proof is reproduced from [17]. We begin
by expanding ||z**! — z*|| and by using the non-expansivity property of projection.

125 — 22 = T2 (2* — e (F() +0EF — 2F71) — 22" — e F )1
< IF = 2*) = m(F(Z") — F(&*) — nb(ZF — 5 H|1%

Expanding the right hand side,

10 =217 < N2 = 212+ L)l = 2P+ ) = 2
— 2@ =T (FE) = F@*)

— B — T (-2 (FEH - ).
Using Lipschitz and monotonicity properties of F (x), we have

I =217 < A+ 2 L2 = 217 + ed)? 1" = NP

—2p0 =2 =) = (P - F).

Term 1

Term 1 can bounded from above by the use of the Cauchy-Schwartz inequality, the
boundedness of the iterates, namely lz¥ — z*|| < C, and the Lipschitz continuity of
F, as shown next.

12— ¥ < (L + y2LD) 125 — 2117 + 0?11k — 211
+ 278112 = 21 (128 = 2l + el P = Fol)
< (L+ Y215 = 2117 + 0?11k — 2711

+200CN (G = DI+ 2020 LCl(F - ).

Next, we derive a bound on ||z¥ — z~!|| by leveraging the non-expansivity of the
Euclidean projector.

I =7 =Mz =y (Fae-) + 0! = 2572)) = Mz h|
< 1! = o1 (Fa-) + 06 =22 = @ h)
= Il = v (Fae-) + 0 = 2)))).

It follows from the boundedness of Z and the continuity of F(z), that there exists a
B > Osuchthat | F(z)|| < B forall z € Z, implying that ||z —z¥~1|| < »_1 (B+600).
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The bound on ||z¥ — zK~1|| allows us to derive an upper bound || zA+! — z*|:
15T = 212 < (0 4+ 2 L)1 = 21 + (10)* v (B+6C)
+ 29 7k—10C (1 + y L) (B +6C)
< (14 y2LH|IZ" — %)
——
£

+ (VB +00)? +2p20C (1 + v L)(B +6C).

N
=Pk

The above sequence can be compactly represented as the recursive sequence ugy| <
(1 4+ v)ug + pr, where

o0 o o0
kazLZZyk2<oo, Zpk<oo,
k=0 k=0 k=0

the latter a consequence of the square summability of y;. It follows from Lemma 5
that uy — i > 0. It remains to show that iz = 0. Recall that ||zt — z*||2 is bounded
as per the following expression:

I = 2717 = A+ ool = 21+ pr = 2@ = T (FE = FE).

Suppose u > 0. It follows that along every subsequence, we have that p; =
(zx — 29T (F(zx) —z*) = i/ > 0, Vk. This is a consequence of the strict monotonicity
of F whereby if (F(z*) — F(z*))T (zF — z*) — 0 if ¥ — z*. Since i > 0, it follows
that ||z — z*||> — i > 0. Then by summing over all k, we obtain

o0 o0 o
lim |25 — %)% < 120 — 2*)1> + 2L\ K =2 =2 + )
Jim l =<1 l kE—O vi L7l I kE—O Vi Itk kE—o Pk

Since v and py are summable and py > ' > 0 for all k, we have that:

o0 o o
: k+1 2 0 2 2120k 2
khm 2 — %17 < )12° — 2| +E YeL Nzt — 2% —22 Vkuk+§ Pk
— 00

k=0 k=0 k=0

oo o0
k=0

k=0
o

+ Z Pk = —00,
k=0

where the latter follows from observing that Y oo y7 < 00, Y jog ¥k = 0o and
llzx — z*|| < C. But this is a contradiction, implying that along some subsequence,
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we have that u; — 0 and liminfy_ o [z — z*||> = 0. But we know that {z}
has a limit point and that the sequence z; converges. Therefore, we have that
limy 00 2k = 2. O
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